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This guide contains the following new or changed information for the UNICOS 10.0.0.8 release:
= UDB commands issue the common UDB commands with the SuperCluster options.
= Updated the configuration file text in Section A.2.4 of Appendix A.

= Miscellaneous minor corrections were made throughout the book.
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Preface

Related Publications
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This guide is written for system administrators of Cray SV1 series SuperCluster
systems. It includes information specific to the system administration of

Cray SV1 series SuperCluster systems. This guide does not cover basic system
administration. For information on basic mainframe system administration
topics, refer to the UNICOS Basic Administration Guide for Cray J90, Cray J90se,
and Cray SV1 Series Systems. For information on basic SWS system
administration topics, refer to the SWS-ION Administration and Operations Guide.

Warning: Starting with the UNICOS 10.0 release, the term Cray ML-Safe
replaces the term Trusted UNICOS, which referred to the system configuration
used to achieve the UNICOS 8.0.2 release evaluation. Because of changes to
available software, hardware, and system configurations since the UNICOS
8.0.2 system release, the term Cray ML-Safe does not imply an evaluated
product, but refers to the currently available system configuration that closely
resembles that of the evaluated Trusted UNICOS 8.0.2 system.

For the UNICOS 10.0 release, the functionality of the Trusted UNICOS
system has been retained, but the CONFI G_TRUSTED option, which enforces
conformance to the strict B1 configuration, is no longer available.

Information on the structure and operation of a Cray computer system running
the UNICOS operating system, as well as information on administering various
products that run under the UNICOS system, is contained in the following
documents:

= UNICOS Basic Administration Guide for Cray J90, Cray J90se, and Cray SV1
Series Systems contains information on basic system administration.

= UNICOS Installation Guide for Cray SV1 SuperCluster Systems describes how
to install the UNICOS operating system on Cray SV1 series SuperCluster
systems.

= UNICOS Installation Guide for Cray J90se and Cray SV1 GigaRing based Systems
describes how to install the UNICOS operating system on Cray J90se and
Cray SV1 series GigaRing based systems.

< SWS-ION Administration and Operations Guide contains information on the
administrative and operational procedures that pertain to SWS-ION software.
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= NQE Administration describes how to configure, monitor, and control the
Network Queuing Environment (NQE) running on a UNIX system.

= General UNICOS System Administration contains information on performing
basic administration tasks as well as information about system and security
administration using the UNICOS multilevel (MLS) feature. This publication
contains chapters documenting file system planning, UNICOS startup and
shutdown procedures, file system maintenance, basic administration tools,
crash and dump analysis, the UNICOS multilevel security (MLS) feature,
and administration of online features.

= UNICOS Resource Administration contains information on the administration
of various UNICOS features available to all UNICOS systems. This
publication contains chapters documenting accounting, automatic incident
reporting (AIR), the fair-share scheduler, file system quotas, file system
monitoring, system activity and performance monitoring, and the Unified
Resource Manager (URM).

= UNICOS Configuration Administrator’s Guide provides information about the
UNICOS kernel configuration files and the run-time configuration files and
scripts.

= UNICOS Configuration Administrator’s Guide contains information on
administration of networking facilities supported by the UNICOS operating
system. This publication contains chapters documenting TCP/IP for the
UNICOS operating system, the UNICOS network file system (NFS) feature,
and the network information system (NIS) feature.

= Kerberos Administrator’s Guide contains information on administration of the
Kerberos feature, a set of programs and libraries that provide distributed
authentication over an open network. This publication contains chapters
documenting Kerberos implementation, configuration, and troubleshooting.

= Tape Subsystem Administration contains information on administration of
UNICOS and UNICOS/mk tape subsystems. This publication contains
chapters documenting tape subsystem administration commands, tape
configuration, administration issues, and tape troubleshooting.

The following man page manuals contain additional information that may be
helpful.

X S-2253-10008
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Note: For the UNICOS 10.0 release, man page reference manuals are not
orderable in printed book form. Instead, they are available as printable
PostScript files provided on the same DynaWeb CD as the rest of the
supporting documents for this release. Individual man pages are still
available online and can be accessed by using the man(1) command.

= UNICOS User Commands Reference Manual

= UNICOS System Calls Reference Manual

= UNICOS File Formats and Special Files Reference Manual
= UNICOS Administrator Commands Reference Manual

= UNICOS System Libraries Reference Manual

= SWS-ION Reference Manual

Obtaining Publications

Conventions

S-2253-10008

The User Publications Catalog describes the availability and content of all Cray
hardware and software documents that are available to customers. Customers
who subscribe to the Cray Inform (CRInform) program can access this
information on the CRInform system.

To order a document, call +1-651-605-9100. Cray employees may send e-mail
to orderdsk@ray. com

Customers who subscribe to the CRInform program can order software release
packages electronically by using the Or der Cray Soft war e option.

Customers outside of the United States and Canada should contact their local
service organization for ordering and documentation information.

The following conventions are used throughout this document:

Convention Meaning
conmand This fixed-space font denotes literal items (such

as commands, files, routines, pathnames, signals,
messages, programming language structures, and
e-mail addresses) and items that appear on the
screen.

Xi
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manpage(x)

variable

user i nput

[]

Man page section identifiers appear in
parentheses after man page names. The following
list describes the identifiers:

1 User commands

1B User commands ported from BSD
System calls
Library routines, macros, and
opdefs

4 Devices (special files)

4P Protocols
File formats

7 Miscellaneous topics

7D DWB-related information

8 Administrator commands

Some internal routines (for example, the

_assign_asgcnd_i nf o() routine) do not have

man pages associated with them.

Italic typeface denotes variable entries and words
or concepts being defined.

This bold, fixed-space font denotes literal items
that the user enters in interactive sessions.
Output is shown in nonbold, fixed-space font.

Brackets enclose optional portions of a command
or directive line.

Ellipses indicate that a preceding element can be
repeated.

The default shell in the UNICOS and UNICOS/mk operating systems, referred
to as the standard shell, is a version of the Korn shell that conforms to the

following standards:

= Institute of Electrical and Electronics Engineers (IEEE) Portable Operating
System Interface (POSIX) Standard 1003.2-1992

= X/Open Portability Guide, Issue 4 (XPG4)

The UNICOS and UNICOS/mk operating systems also support the optional use

of the C shell.

Xii
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Cray UNICOS Version 10.0 is an X/Open Base 95 branded product.

Reader Comments

If you have comments about the technical accuracy, content, or organization of
this document, please tell us. Be sure to include the title and number of the
document with your comments.

You can contact us in any of the following ways:
« Send e-mail to the following address:
pubs@ray. com
= Send a fax to the attention of “Software Publications” at: +1-651-605-9001.

= File an SPR; use PUBLI CATI ONS for the group name, PUBS for the
command, and NO- LI CENSE for the release name.

= Call the Software Publications Group, through the Cray Support Center,
using one of the following numbers: 1-800-950-2729 (toll free from the
United States and Canada) or +1-651-605-8805.

= Send mail to the following address:

Software Publications

Cray Inc.

1340 Mendota Heights Road
Mendota Heights, MN 55120

We value your comments and will respond to them promptly.

S-2253-10008 Xiii






Introduction [1]

This chapter discusses the following Cray SV1 series SuperCluster system topics:
= System overview

= Hardware components

= Software components

Before you perform any of the procedures in this guide, you must first boot your
scalable 1/0 (SIO) and UNICOS software in multiuser mode. See the UNICOS
Installation Guide for Cray SV1 SuperCluster Systems for more information.

Note: This guide does not cover basic system administration in detail. It
includes only information necessary for the system administration of

Cray SV1 series SuperCluster systems. For information on basic mainframe
administration topics, see the UNICOS Basic Administration Guide for Cray J90,
Cray J90se, and Cray SV1 Series Systems. For information on basic SWS
administration topics, see the SWS-ION Administration and Operations Guide.

1.1 Cray SV1 Series SuperCluster System Overview

S-2253-10008

The Cray SV1 series SuperCluster system is a high-performance supercomputer
designed as a cluster, a collection of multiple mainframes coupled to each other
by interconnects. It is software and hardware compatible with other parallel
vector Cray supercomputers. The Cray SV1 series SuperCluster system runs the
UNICOS operating system that was developed specifically for Cray
supercomputers.

The significant capabilities of the Cray SV1 series SuperCluster system include:
= High-speed scalar, dual-pipe vector, and parallel processing

= A large, fast central memory

= High-performance input/output

This processing power is delivered to the user by autovectorizing ANSI
Standard Fortran, C, and C++ compiling environments.

The Cray SV1 series SuperCluster system is a capacity cluster in which resources
are managed and allocated across the cluster, but each application runs on one
node (this includes redundant resources for restarting applications.) A node is
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defined as a single UNIX image (an individual computer). A single node may
be a member of one or more clusters.

Figure 1 illustrates a Cray SV1 series—4 SuperCluster system, which contains
four Cray SV1 series mainframes.

al2027

Figure 1. Cray SV1-4 SuperCluster System

1.2 Hardware Components

The minimum hardware configuration for each Cray SV1 series SuperCluster
system is a Cray SV1 series—4 system, which is referred to as a SuperCluster

building block. Each SuperCluster building block includes the following
components:

= A system workstation (SWS)

= Four Cray SV1 series mainframes (four processing cabinets) with two
peripheral cabinets

= Channel connection hardware (module connectors and cables) that comprise
up to five scalable 170 (SIO) GigaRing channels:

— One private GigaRing channel per mainframe, each with an 1/0 node
(ION), for a total of four channels.

2 S-2253-10008
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1.2.1 System Workstation

S-2253-10008

— One GigaRing channel per SuperCluster building block for intra-node
communication, connected to all four mainframes with an ION.

One GigaRing connection is optionally available per CPU module. A
Cray SV1 series system supports up to eight CPU modules, so up to eight
GigaRing connections are available per mainframe. Two GigaRing
connections are used per mainframe in a Cray SV1 series—4 configuration,
and three GigaRing connections per mainframe are used in the minimum
Cray SV1 series-8 through Cray SV1 series—32 configurations.

The number of additional GigaRing channels accessible from each fully
populated system depends on how many CPUs are configured in the
system, up to a maximum of six additional GigaRing channel connections
per Cray SV1 series system (with 32 CPUs in the system).

Cray SV1 series-8 or larger systems also include one GigaRing channel per
mainframe for inter-node communication (for a total of three channels).
(Note that each mainframe is limited to eight GigaRing channels.)

Each Cray SV1 series processing cabinet within a SuperCluster building block is
also called a Cray SV1 series node. Each SuperCluster building block can
contain up to four nodes. A Cray SV1 series node has 2 to 32 Gbytes of main
memory and 8 to 32 CPUs. Each Cray SV1 series CPU includes a 256-Kbyte,
four-way associative cache for all scalar and vector data. Each node contains
one 8 x 8 backplane with eight memory modules and from two to eight
processor modules.

A Cray SV1 series SuperCluster system is formed by combining 4 to 32

Cray SV1 series nodes into a system with up to 8 SuperCluster building blocks
or 32 processor cabinets with an appropriate number of peripheral cabinets. For
example, to create a Cray SV1 series—-8 SuperCluster system, two SuperCluster
building blocks are combined, with inter-node GigaRing connections between
specific systems in the SuperCluster building block.

(SWS)

The system workstation (SWS) is a Sun workstation running the Solaris
operating system.

The workstation serves as the system console for each SIO device and the

Cray SV1 series SuperCluster building block. The workstation also runs
management and maintenance software for each Cray SV1 series mainframe
and SIO devices. This console is connected via a private Ethernet connection to
each SIO. It is shipped with a DAT tape device for backups.
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1.2.2 Scalable 1/0 (SIO): GigaRing Channel

The Cray scalable 1/0 (SIO) architecture consists of a system of 1/0 nodes
(IONSs) connected by a high-speed system channel called the GigaRing channel.
This channel connects Cray SV1 series systems to the following GigaRing clients:

= Other Cray SV1 series nodes.

= 1/0 nodes (IONs) for networks and peripherals such as disks and tapes:

— Single-purpose nodes (SPNSs), which support specific network interfaces
and/or devices (HIPPI, ESCON tape, block mux tape, fibre disks, and IPI

disks).

— Multipurpose nodes (MPNSs), which provide an interface based on the
SBus standard to support industry-standard 1/0 channels (Ethernet,
FDDI, ATM OC-3 and SCSI disks and tapes). There is one MPN per
mainframe in the Cray SV1 series SuperCluster.

Figure 2 illustrates the GigaRing channel concept.

. / nocs

Sv1l

GigaRing

channel W
/ N

Wonode| | 1/0 node
(MPN) (SPN)

T )

: Peripherals, Pﬁgfvt,]g:l?sls’

| networks

|

|

|

SWS

I — al2030

Figure 2. GigaRing Channel

S-2253-10008
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1.2.3 System Configuration

S-2253-10008

The Cray SV1 series SuperCluster system is available in the following
configurations (SV1 meaning SV1 series):

Cray SV1-4

Cray SV1-8

Cray SV1-12
Cray SV1-16
Cray SV1-20
Cray SV1-24
Cray SV1-28
Cray SV1-32

Memory size covers a range of from 16-128 Gbytes for a Cray SV1 series—4
SuperCluster system to 128-1024 Gbytes for a Cray SV1 series—32 SuperCluster
system.

A four-node SuperCluster system must have a minimum of 8 CPUs per node.
Systems larger than four nodes must have a minimum of 12 CPUs per node.

The Cray SV1 series—4 SuperCluster system has a direct connection configuration.
In this configuration, each mainframe node in the Cray SV1 series SuperCluster
system is connected to every other mainframe in the SuperCluster system
through shared GigaRing channels, with multiple mainframes on each shared
GigaRing channel. Figure 3 illustrates a direct connection configuration.
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SWS

IONs

MPN MPN
MPN MPN

= GigaRing

\YI=8 = Mainframe
a12028

Figure 3. Direct Connection Configuration (Cray SV1-4 System)

All SuperCluster systems larger than the Cray SV1 series—4 system have a
matrix connection configuration. To access mainframes that are not on the same
shared GigaRing channels, one mainframe from the shared GigaRing Internet
Protocol (IP) forwards the communication to another GigaRing channel where
the target mainframe resides. There is at most one IP forwarding of
communication between any two mainframes in the SuperCluster system.

Figure 4, page 7, shows a matrix connection configuration and illustrates the
various terms used to describe the GigaRing interconnection between the two
Cray SV1 series—4 SuperCluster building blocks in a Cray SV1 series-8
SuperCluster system.

6 S-2253-10008
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SWS
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Figure 4. Matrix Connection Configuration (Cray SV1-8 System)
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Figure 4, page 7, shows how intra-node GigaRing connections are made between
the four Cray SV1 series mainframes that make up a SuperCluster building
block, while inter-node GigaRing connections are made between two or more
SuperCluster building blocks. The intra-node and inter-node GigaRing
connections are used to provide common disk and network 1/0 capabilities to
the SuperCluster system.

Each mainframe in the SuperCluster system has a private GigaRing connection
that contains at least one ION containing the system’s primary and secondary
root, usr, and src file systems. The private GigaRing connection may contain
additional IONs to provide unique disk and network 1/0 capabilities to the
single Cray SV1 series system.

Additional GigaRing channels can be added for private 1/0 by a node or for
shared 1/0 between two or more nodes. The number of additional GigaRing
channels accessible from each fully populated system depends on how many
processor modules with channel adapters are configured in the system. There is
a maximum of eight processor modules with channel adapters in the node.

The Cray SV1 series—4 system has a minimum of two GigaRing channels, while
a Cray SV1 series-8 or larger system has a minimum of three GigaRing channels.

1.3 Software Components

The following sections discuss system software components included with the
Cray SV1 series SuperCluster system.

Note: All software required to run your system is initially installed by Cray.
Your consoles, 1/0 subsystems, and Cray SV1 series mainframes are fully
operational when you receive them.

1.3.1 UNICOS Operating System

EachCray SV1 series SuperCluster system node runs the UNICOS operating
system, which was developed specifically for Cray supercomputers. The
UNICOS operating system is based on the UNIX System V operating system
with Berkeley extensions. It is an interactive and batch operating system that
offers many features for performance, functionality, application portability, and
/0 connectivity.

The UNICOS operating system combines all of the strengths inherent in the
UNIX operating system, such as its familiar user interface and
production-oriented features. These features include high-performance 170,

8 S-2253-10008
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multiprocessing support, ANSI/IBM tape support, resource allocation and
control, and enhanced process scheduling.

Concurrent batch and interactive processing is supported via the Network
Queuing Environment (NQE) and TCP/IP.

1.3.2 Cray SV1 Series Cluster Bundle

The Cray SV1 series Cluster Bundle is a set of software products that provide
increased throughput, data availability, and automatic workload distribution
between two or more UNICOS systems connected by a network.

Cluster capabilities are provided by the following components:
< NQE for UNICOS

Network Queuing Environment (NQE) for UNICOS is a workload
management system that automatically balances tasks across mixed servers
attached to a network.

= BDS

Bulk Data Services (BDS) is an enhancement to the network file system
(NFS) that handles large file transactions over high-speed networks.

= ONC+

ONCH+ is a set of technologies licensed by Sun Microsystems to enable
development of distributed applications in a multivendor environment. Its
components include the following:

- NFSV3

- NIS+

— Lock Manager V3

— RPC authentication: AUTH KERB
e MPT

The Cray Message Passing Toolkit (MPT) consolidates support for message
passing into a single product. MPT consists of optimized versions of
libraries and associated software to support the leading message-passing
standards, PVM and MPI, as well as one-way data-passing communication
via the Cray Shared Memory Library.

S-2253-10008 9
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10

Your system may have additional SuperCluster software capabilities, which
require separate licenses. These include the following:

= The Cray Data Migration Facility (DMF) provides client/server data
migration and hierarchical storage management.

= The Load Sharing Facility (LSF) provides workload distribution and job
scheduling.

Several third-party software packages are also available that you may find
useful.

S-2253-10008
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This chapter discusses the following topics:
= Configuring GigaRing topology files on the SWS
— Allocating GigaRing and node numbers
— Domains
= Configuring options files on the SWS
= \Validating configuration changes to the options and topology files

Note: This chapter does not cover basic SWS configuration in detail. It
includes only information necessary for the configuration of Cray SV1 series
SuperCluster systems. For information on basic SWS configuration topics,
refer to the SWS-ION Administration and Operations Guide.

2.1 Configuring GigaRing Topology Files on the SWS

S-2253-10008

The GigaRing topology file is an ASCII file consisting of statements that describe
the physical layout of mainframe and 1/0 nodes (IONSs) on one or more
GigaRing channels. In this context, the term node is used to designate both of
the following:

= The GigaRing node chip, which manages communications on the ring and
with a client

= The client hardware node, which is the ION or mainframe connected to the
GigaRing node chip

(Where appropriate, a distinction between these types of nodes will be made.)

System-level operational commands such as boot sys(8), dunpsys(8), and
hal t sys(8) use the topology file to determine the components of the system
that are to be booted, dumped, or halted. A topology file is therefore required
when you use these commands.

Your system is preinstalled with a default GigaRing topology file. You should
determine whether these files satisfy your hardware configuration and site
needs, and modify them if needed. If you perform a reinstallation, you may
want to recreate the topology file to your specifications.

11



Cray SV1™ Series SuperCluster® Administrator's Guide

12

The default GigaRing topology file used by system-level commands is specified
by the TOPOLOGY environment variable. If TOPOLOGY is not defined, the

default location is / opt / confi g/ t opol ogy.

In most cases, you will have a single topology file. Only one topology file is

used at any one time by operational software and diagnostics.

Figure 5 shows an example GigaRing topology file for a single SuperCluster

building block:

HHAT I IR R R R R R
# Shared Rings
FHEH I IR R R R R R

# Intra G gaRing Connections
HHHHHIHHHHHHHE I R

RI NG ring- 040 040

Svl sn3001-1 01 CONNECT! ON=1
Svl sn3002-1 02 CONNECT! ON=1
Svl sn3003-1 03 CONNECTI ON=1
Svl sn3004-1 04 CONNECT! ON=1
FCN- 1 040-fcn0 041 MAI NTENANCE

# Inter G gaRing Connections
HRH I I

HHAH I IR R R R R R
# Non- Shared G gaRi ng Connecti ons
HHAH I IR R R R

# sn3001
BRI R TR R R

Rl NG ri ng- sn3001-0 0

Svi sn3001-0 01 CONNECTI ON=0 BOOTNODE
MPN- 1 sn3001- mpn0 041 MAI NTENANCE
# sn3002

B TR R T R R
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Rl NG ri ng- sn3002-0 0

Svi sn3002-0 02 CONNECTI ON=0 BOOTNODE
MPN- 1 sn3002- mpn0 041 MAI NTENANCE
# sn3003

BRI TR R R R

Rl NG ri ng- sn3003-0 0

Svi sn3003-0 03 CONNECTI ON=0 BOOTNODE
MPN- 1 sn3003- mpn0 041 MAI NTENANCE
# sn3004

BRI TR R

Rl NG ri ng- sn3004-0 0
Svi sn3004-0 04 CONNECT! ON=0 BOOTNCDE
MPN-1  sn3004- mpn0 041 MAI NTENANCE

Figure 5. Example Topology File

2.1.1 Allocating GigaRing and Node Numbers

This section describes the GigaRing and 1/0 node numbering scheme for
Cray SV1 series SuperCluster systems. The scheme is a numbering
recommendation to aid in identifying where in the system a given GigaRing
address or component name resides.

Note: 1/0O node refers to the GigaRing node, and cluster node refers to one of
the mainframes in the cluster.
2.1.1.1 Topology File Rules
The following items describe ring numbering:
= Ring numbers must be in the range from 0 through 127 (0 - 0177).

= All GigaRing channels connected to a specific mainframe most have
different ring numbers. Ring numbers can be reused as long as two rings on
the same mainframe are not assigned the same number.

The following items describe 1/0 node numbering:

< Node numbers must be in the range from 1 through 63 (0 - 077).

S-2253-10008 13
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All 170 nodes on a GigaRing channel must have unique numbers. 1/0 node
numbers can be reused on other GigaRing channels.

The following items describe names:

All names in the topology file must be unique.

Cluster node names must start with the name of the mainframe followed by
a nonalphanumeric character and some other unique character string
(mfname- #).

For additional information on topology files, see the t opol ogy(5) man page on
the SWS.

2.1.1.2 GigaRing Numbering Scheme

14

The following items describe GigaRing numbering:

Private GigaRing ring numbers are set to the mainframe connection to
which they are connected (0 - 7).

Private GigaRing channels are rings that are connected to only one
mainframe.

I/0 nodes on inter-node GigaRing connections are assigned 020, 021, 022, or
023.

170 node addresses 024 through 037 can be used for sites that add
additional intra-node GigaRing connections.

I/0 nodes on intra-node GigaRing connections are assigned 040, 041, 042,
043, 044, 045, 046, or 047. The last digit represents the number of the cluster
node.

170 node addresses 050 through 057 can be used for sites that add
additional intra-node GigaRing connections.

A numbering scheme for ring addresses 010 through 019 and 060 through
077 is not defined.

The following items describe 1/0 node numbering:

All mainframes are assigned a number based on their location in the cluster.
The first cluster mainframes are assigned 1 through 4; the second cluster
mainframes are assigned 5 through 8 (010), and so on.

S-2253-10008
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All mainframe GigaRing 1/0 nodes are assigned the number of the
mainframe, 1 through 32 (01 - 040). All GigaRing connections to mainframe
one are assigned node address 1.

All 170 nodes are assigned values of 33 through 63 (041 - 077).

The following items describe names:

Mainframe names are of the form mfname- # where mfname is the serial
number of the mainframe and # is the mainframe connection number.

I/0 node names on the private rings are of the form mfname- iontype# where
mfname is the serial number of the mainframe that attached to the 1/0 node.
iontype is the type of 1/0 node: nmpn, f cn, i pn, brm, esn, or hpn. #is a
number that uniquely identifies the 1/0 node. This number starts at 0 and
increments for each 1/0 node of the same type.

I/0 node names on intra- and inter-node GigaRing connections are of the
form ringnumber- iontype# where ringnumber is the number of the ring on
which the 170 node is attached. iontype is the type of 1/0 node: nmpn, f cn,
i pn, brm, esn, or hpn. # is a number that uniquely identifies the 1/0 node.
This number starts at 0 and increments for each 1/0 node of the same type.

Ring names for shared GigaRing connections are ring- ringnumber where
ringnumber is the number of the ring on which the 1/0 node is attached.

Ring names for private GigaRing connections are ring- mfname- ringnumber
where mfname is the serial number of the mainframe. ringnumber is the
number of the ring on which the ION is attached.

2.1.1.3 GigaRing/Node Allocation Example

Figure 6, page 16, illustrates possible GigaRing and node allocation for a
Cray SV1 series-12 system.

S-2253-10008
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040 041 042
< o o >
020 05
R
e 012
021 08

S o o1z D
022 & 07

« i g o
] 014
023 010

il ¢

= Intra-node GigaRing
QO = Inter-node GigaRing
- = Mainframe nodes

Figure 6. Cray SV1 series—12 GigaRing/Node Allocation Example

The maximum number of mainframe and 1/0 nodes you can physically
configure on a ring is fairly large, but the practical limit is approximately nine

-

connections (for mainframes and 1/0 nodes).
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2.1.2 Domains

System-level operational commands such as boot sys(8) can execute on the
domain of specified mainframes. A domain consists of the specified mainframes
themselves plus the GigaRing channels and 1/0 nodes that are connected to
only the specified mainframes.

For example, to boot the sn3001 domain (sn3001, ri ng- sn3001- -0 and
sn3001- - mpn0) (as configured in the sample topology file in Figure 5, page
12), enter the following command:

boot sys -d sn3001

Note that the shared GigaRing channel (ri ng- - 040) and the I/0 node on the
shared ring (040- - f cn0) are not initialized or booted because other
mainframes are on the same ring. In addition, none of the other private rings
are processed because sn3001 is not connected to those rings.

For more detailed information on domains, see the SWS-ION Administration and
Operations Guide and the boot sys(8), dunpsys(8), and scant opo(8) man

pages.

2.2 Configuring Options Files on the SWS

S-2253-10008

An options file is an ASCII file consisting of statements that provide site-specific
defaults to the low-level SWS commands (such as the boot sv1(8) command)
that are invoked by the system-level SWS commands (such as the boot sys(8)
command). An options file is required if you use the system-level commands; if
you wish to use all of the defaults provided by the low-level commands, the
options file may be empty.

Your system is preinstalled with a default options file. You should determine
whether this file satisfies your hardware configuration and site needs, and
modify it if needed. If you perform an initial installation or reinstallation, you
must create the options file.

The default options file is specified by the OPTI ONS environment variable. If
OPTI ONS is not defined, the default location is / opt / confi g/ opti ons.

You can also specify an options file in another location by using the - o option
to the system commands, such as boot sys(8). For example, you could set up
the / opt / conf i g/ opt i ons file to contain the options you want to use in a
production environment, and have a second file called

/opt/ confi g/ devopti ons that contains options appropriate to a

17
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sn3001 boot
sn3002 boot
sn3003 boot
sn3004 boot

development environment. You can then boot with the appropriate type of
options file.

The following is an example options file:

-p /opt/ CYRI 0s/sn3001/ param prod -u /opt/CYRI os/ sn3001/ uni cos. prod
-p /opt/ CYRI 0s/sn3002/ param prod -u /opt/CYRI os/ sn3002/ uni cos. prod
-p /opt/ CYRI 0s/sn3003/ param prod -u /opt/CYRI os/ sn3003/ uni cos. prod
-p /opt/ CYRI 0s/sn3004/ param prod -u /opt/ CYRI os/ sn3004/ uni cos. prod

For more detailed information on options files, see the SWS-ION Administration
and Operations Guide and the opt i ons(5) man page.

2.3 Validating Configuration Changes to the Options and Topology Files

18

After changing or creating the options and topology files, you should verify
that the boot sys(8) and dunpsys(8) commands will execute properly using
them. To do this, use the - V option to each of these commands. This option
validates that the system-level command and all of the low-level commands
executed by it (except for halt commands and the dr i ng(8) command) can be
executed by the user, and that arguments used by the command are valid and
accessible. Command arguments are derived from the command line, the
topology file, the options file, and command defaults.

For example, if you have created the files / t np/ myopt i ons and
/t mp/ myt opol ogy, you could execute the following sequence of commands:

export OPTI ONS=/t np/ myopti ons
export TOPOLOGY=/t np/ nyt opol ogy

If you encounter an error, fix it and repeat the validation process to ensure that
there are no other errors.
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This chapter discusses the following topics:
= Opening mainframe consoles

= Using automatic recovery

= Booting system components

= Bringing up multiuser mode

< Dumping mainframes and 1/0 nodes

= Shutting down mainframes (bringing the UNICOS operating system back to
single-user mode)

= Halting mainframes

Note: This chapter does not cover basic SWS operations in detail. It includes
only information necessary for the operations of Cray SV1 series
SuperCluster systems. For information on basic SWS operations topics, refer
to the SWS-ION Administration and Operations Guide.

The operations described in this chapter require that system components are
configured in the GigaRing topology file. Although not required, you may find
it useful to set up system defaults in one or more options files. For more
information about configuring the topology and options files, see the SWS-ION
Administration and Operations Guide.

3.1 Opening Mainframe Consoles

S-2253-10008

A console is required to boot a mainframe. To open a persistent console for
each mainframe, enter the following nf con command for each mainframe in
the SuperCluster system:

nfcon -p mfname
The mfname variable specifies the name of the mainframe.

Another method is to use the - ¢ option on the boot sys(8) command. For
more information on this command, see Section 3.3.3

The consys command uses the nf con command to open a console for each
mainframe specified. If no mainframes are specified, consys opens a console

19
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for each mainframe in the topology file. See the consys(8) man page for more
information.

Note: Note that consys does not support the passing of command options
to nf con, therefore it is recommended that you use the nf con command.

Cray SV1 series SuperCluster systems also support the cl sh(8) command,
which is a shell script that runs on the SWS. cl sh(8) allows you to type a
command in one SWS window and have it run in several windows. When you
type a command in the original window, the command runs in all subwindows,
each of which is associated with a node. Results are returned to each node’s
associated window on the SWS. If you type in one of the subwindows, the
command runs only in the subwindow for the associated node. For additional
information, see the cl sh(8) man page.

3.2 Using Automatic Recovery

Cray SV1 series SuperCluster systems also support automatic recovery.
Automatic recovery enables Cray systems to run in an unattended environment.
In the event of a mainframe hang or panic, the automatic recovery capability
maximizes system availability for user jobs and keeps the downtime of the
mainframe to a minimum. Automatic recovery also enables a Cray system to
run during attended operations and have minimal interference with manual
operations. For example, if an operator performs a shutdown, automatic
recovery will not detect this operation and try and reboot the system. The
automatic recovery capability consists of monitoring, error reporting, and
notification. For detailed information on using automatic recovery, refer to the
SWS-ION Administration and Operations Guide.

3.3 Booting System Components

20

You should boot a system component in the following situations:
= After taking a dump image

= After preventive maintenance has been performed

= After changing the configuration

To boot a system component, you should use the boot sys(8) command, which
boots one or more system components. A system component can be a ring, 1/0
node (ION), or mainframe.
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A\

3.3.1 Booting Everything

3.3.2 Booting Domains

S-2253-10008

boot sys performs the following actions for all system components specified in
the GigaRing topology file:

1. Halts the Cray SV1 series mainframes.
Boots the IONs.

Initializes the rings.

Starts consoles.

Boots the mainframes.

o o &~ w D

Initializes Cray SV1 series mainframes.

For a complete list of available options, see the boot sys(8) man page. For
information about the low-level boot sv1l command invoked by boot sys, see
the boot sv1(8) man page.

Caution: The boot sys and boot svl commands do not manage issues
related to system shutdown. If you execute these commands on a running
mainframe, there may be undesirable consequences, such as loss of data or
corruption of file systems. Before executing these commands, you should
shut down the UNICOS operating system according to the methods
described in the UNICOS administrator documentation.

To initialize all of the GigaRing channels and boot all IONs and mainframes in
the GigaRing topology file, enter the following command on each SWS in the
SuperCluster system:

boot sys

After booting your system by executing the boot sys command, the UNICOS
operating system is in single-user mode (unless the run level is specified in the
SWS options file). See Section 2.2, page 17 for more information on configuring
the options file.

To boot the domain of specified mainframes, enter the following command on
the SWS for that mainframe domain (see Section 2.1.2, page 17 for more
information on domains):
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boot sys -d mfnames

The mfnames variable specifies the mainframes whose domains should be
booted. The mfnames value is a comma-separated list of mainframe names. The
domain consists of the specified mainframes themselves plus the GigaRing
channels and IONs that are connected to only the specified mainframes. If a
ring is shared with an unspecified mainframe, that ring and the associated ION
will not be booted.

For example, suppose your GigaRing topology file is set up as follows:

e The sn3001 domain includes sn3001, ri ng- sn3001- - 0, and
sn3001- - npnO.

e The sn3002 domain includes sn3002, ri ng- sn3002- - 0, and
sn3002- - npnO0.

e The sn3001, sn3002 domain includes the super set of sn3001 and
sn3002 domains.

You could then enter the following command to boot the sn3001 domain
(sn3001, ri ng-sn3001- - 0, and sn3001- - mpnO0):

boot sys -d sn3001

Enter the following command to boot the sn3001, sn3002 domain (sn3001,
sn3002, ri ng- sn3001- -0, ri ng- sn3002- - 0, sn3001- - npn0, and
sn3002- - mpn0):

boot sys -d sn3001, sn3002

Enter the following command to boot the sn3001 domain (sn3001,
ri ng-sn3001- - 0, and sn3001- - npn0) plus the sn3002 mainframe (note the
white space rather than a comma separating the mainframe names):

boot sys -d sn3001 sn3002

For more detailed information on domains, see the SWS-ION Administration and
Operations Guide and the boot sys(8), dunmpsys(8), and scant opo(8) man

pages.

3.3.3 Booting Individual Mainframes Within the Cluster

22

To boot one mainframe configured in the GigaRing topology file, enter the
following command on the SWS for that mainframe:

boot sys mfname
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The mfname variable specifies the name of the mainframe to be booted.

Note: If you have not already used the nf con -p mf_name command and
do not have a persistent console running, you may wish to use the boot sys
- ¢ mfname command. However, this command does not boot the IONSs or
clear the GigaRing channels.

3.4 Bringing Up Multiuser Mode

S-2253-10008

There are two possible methods to bring up the UNICOS operating system to
multiuser run mode:

When booting from a non-running system, by using the boot sys(8)
command in conjunction with the specification of the run level in the SWS
options file. (See Section 3.3.1, page 21, for more information on boot sys).

By using the | evel sys(8) command (systems must be running or booted to
use | evel sys). This command sets or displays the mainframe operating
system run level for multiple mainframes. To set the run level for all
mainframes listed in the topology file, enter the following command on each
SWS in the SuperCluster system:

| evel sys -r runlevel

For example, to bring up all of the mainframes listed in the topology file to
multiuser mode from single-user mode, enter the following command:

| evel sys -r 2

To change the run level to multiuser mode for one mainframe only, enter the
following command:

| evel sys -r 2 mfname

See the | evel sys(8) man page for detailed information on the | evel sys
command.

Multiuser mode is typically run level 2, although you can configure a system to
run in multiuser mode at any level between 0 and 6. See the UNICOS Basic
Administration Guide for Cray J90, Cray J90se, and Cray SV1 Series Systems for a
detailed discussion of run levels.

23



Cray SV1™ Series SuperCluster® Administrator's Guide

3.5 Dumping Mainframes and I/O Nodes

If your Cray SV1 series SuperCluster system experiences an operating system
panic or hang, you should take a dump image of the common memory of the
mainframe or 1/0 node (ION). These dumps are important and useful for
determining probable causes for software or hardware problems. This section
explains how to capture memory dumps from the SWS.

When either an ION assertion panic or processor fault panic occurs, a dump of
the ION is automatically captured and saved to the SWS in the

/ opt / CYRI dunp file. In cases of an apparent hang or unusual system behavior,
you must manually perform a multipurpose node (MPN) dump.

To create a dump image of the operating system, you should use the
dunpsys(8) command, which dumps one or more IONs or mainframe system
components.

If your system has been configured with an ION dump device (the
recommended method), mainframe memory will be copied to the specified
dump device on the ION. (Because the request to dump to the ION comes from
the SWS rather than the ION, this method is known as third-party 1/O. For an
overview of the tasks required to enable third-party 1/0, see the section
“Procedures to Enable Third-Party 1/0” in the SWS-ION Administration and
Operations Guide.)

If your system has not been configured with a dump device, or if you override
the configuration, mainframe memory will be copied to the SWS disk.
Dumping to the SWS disk is significantly slower.

If you do not specify any options, dunpsys performs the following steps for all
IONs and mainframes specified in the GigaRing topology file:

1. Halts the mainframes.
Dumps the IONSs.
Boots the MPNs (the SPN is self rebooting).

Initializes the GigaRings.

o M DN

Dumps the Cray SV1 series mainframes.

For a complete list of dunpsys options, see the dunpsys(8) man page. For
information about the low-level commands invoked by dunpsys, see the
dunpsv1(8) man page.
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Caution: Do not execute the dunpsys command on a running system. This
will cause the system to crash and possibly cause a loss of data or corrupted
file systems. Before executing this command, shut down the UNICOS
operating system according to the methods described in the UNICOS
administration documentation.

3.5.1 Dumping All Mainframes and 1/0O Nodes

3.5.2 Dumping Domains

S-2253-10008

A\
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Caution: Do not execute the dunpsys command on a running system. This
will cause the system to crash and possibly cause a loss of data or corrupted
file systems. Before executing this command, shut down the UNICOS
operating system according to the methods described in the UNICOS
administration documentation.

To dump all of the mainframes and IONs configured in the GigaRing topology
file, enter the following command:

dunpsys

To indicate a reason for the dump, you can enter the - r reason option to the
dunpsys command. The reason will be inserted into the dump. For example,
to dump a mainframe named pr oduct i on because of a hung CPU, enter the
following command:

dunpsys -r "CPU hung" production

Caution: Do not execute the dunpsys command on a running system. This
will cause the system to crash and possibly cause a loss of data or corrupted
file systems. Before executing this command, shut down the UNICOS
operating system according to the methods described in the UNICOS
administration documentation.

To dump the domain of specified mainframes, enter the following command on
the SWS for that mainframe domain:

dunpsys -d mfnames

The mfnames variable specifies the mainframe whose domain should be
dumped. The mfnames value is a comma-separated list of mainframe names. In
the context of dunpsys, the domain consists of the specified mainframes
themselves plus the GigaRing channels and IONSs that are connected to only the
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specified mainframes. If a ring is shared with an unspecified mainframe, that
ring and its associated ION will not be dumped.

Domains are set up in the GigaRing topology file (see Section 2.1, page 11). For
example, suppose your topology file is set up as follows:

e The sn3001 domain includes sn3001, ri ng- sn3001- - 0, and
sn3001- - npnO.

e The sn3002 domain includes sn3002, ri ng- sn3002- - 0, and
sn3002- - npnO.

e The sn3001, sn3002 domain includes the super set of sn3001 and
sn3002 domains.

You could then enter the following command to dump the sn3001 domain,
which includes sn3001, , and :

dunpsys -d sn3001

To dump the sn3001, sn3002 domain (sn3001, sn3002, ri ng- sn3001- - 0,
ring sn3002--0, sn3001- - npn0, and sn3002- - mpn0), enter the following
command:

dunpsys -d sn3001, sn3002

For more detailed information on domains, see the SWS-ION Administration and
Operations Guide and the boot sys(8), dunmpsys(8), and scant opo(8) man

pages.

3.6 Shutting Down Mainframes

26

To shut down mainframes in the SuperCluster system and bring the UNICOS
operating system back to single-user mode, you can use the | evel sys -r
shut down command. See the | evel sys(8) man page for detailed information
on this command.

The | evel sys -r shut down command, which is the same as run-level 6,
executes the / et ¢/ shut down script, which unmounts file systems, Kills
outstanding processes, and returns to single-user mode. However, the specific
action taken with run-level 6 is configured in the mainframe operating system
i nittab file.

Note: The | evel sys command requires an active console for the mainframe
for which the run level is being changed.
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3.6.1 Shutting Down the SuperCluster

The following steps shut down all mainframes in the SuperCluster system at
once and bring the UNICOS operating system back to single-user mode:

1. Make sure that you are logged in to the mainframe as r oot and that you
are in the root (/), / etc, or/ ce directory.

2. You may want to send active users a message about when the system will
be shut down. When the / et ¢/ shut down script returns the UNICOS
operating system to single-user run state, it prompts you for a message that
will be sent to all users. Before executing / et ¢/ shut down, you can use the
ps -eaf command on the mainframe to see processes that are running, and
the who - u command to see whether people are actively using the system.

3. Execute the following command on each SWS in the SuperCluster system to
shut down all of the mainframes listed in the topology file:

| evel sys -r shut down

The time it takes for the shutdown process to complete depends on the
number of processes that must terminate and file systems that must be
unmounted. (Note that the completion of the | evel sys command does
not mean that the level change is complete.) When the shutdown process is
complete, you are in single-user mode, but the UNICOS operating system is
still running. You can perform any system administration work as necessary.

3.6.2 Shutting Down Individual Mainframes within the Cluster

To shut down individual mainframes and bring the UNICOS operating system
back to single-user mode for those mainframes, enter the following command
on the SWS for the specified mainframes:

| evel sys -r shut down mfnames

The mfnames variable specifies the name of the mainframes to be shut down.
Separate multiple mainframe names with white space.

Note: The | evel sys command completes before the operating system has
changed run levels.
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3.7 Halting Mainframes

Mainframes are automatically halted as part of the boot sys and dunpsys
process, so you will not typically need to perform a manual halt. However, if
you choose to do so, you should use the hal t sys(8) command. See the

hal t sys(8) man page for more information.

Caution: The hal t sys command does not manage issues related to system

A shutdown. If you execute this command on a running mainframe, there may
be undesirable consequences, such as loss of data or corruption of file
systems. Before executing this command, you should shut down the
UNICOS operating system according to the methods described in the
UNICOS administrator documentation.
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4.1 File System Layout
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This chapter discusses the following topics:

File system layout

File synchronization

Configuring mainframe operating system parameter files

Configuring the cluster UDB feature

Setting up the TCP/IP network

Controlling startup with / et ¢/ confi g/ rcopti ons and rc. * files

Controlling shutdown with / et ¢/ shut down. * files

Configuring Cray SV1 series Cluster Bundle software products

DCE/DFS
NQE
NFS/BDS
MPI

DMF

Note: This chapter does not cover basic mainframe configuration in detail. It
includes only information necessary for the configuration of Cray SV1 series
SuperCluster systems. For information on basic mainframe configuration
topics, refer to the UNICOS Basic Administration Guide for Cray J90, Cray J90se,
and Cray SV1 Series Systems.

All of the files that are accessible from within the UNICOS operating system are
organized into file systems. The root file system contains the base or root of the

file system tree. Other file systems are logically attached to (mounted) and

detached from (unmounted) the root file system by the super user.

A file system is typically made up of slices of one or more disk devices.

However, a file system can also reside totally or in part in memory.
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4.1.1 File System Strategies

30

No one configuration of available disk drives into file systems will prove best
for all purposes. In addition, as the needs of users change, the file system
layout will most likely need to be reconfigured occasionally. In the absence of a
set of absolute rules, the following guidelines should prove useful when you

choose the file system layout for your system.

Table 1 shows the recommended file systems that should be local to each cluster

node.
Table 1. Recommended File Systems Local to Each Cluster Node

File System System Name Notes

root / Two separate root partitions;
one for backup. Required to be
local by the UNICOS installation
process.

usr [ usr Two separate root partitions;
one for backup. Required to be
local by the UNICOS installation
process.

swap No specific mount point

tmp /[t

src lusr/src Required to be local by the
UNICOS installation process.

dump No specific mount point Required to be local.

core [ dunps or/core Required to be local.

dfs / df s_cache

spool [ usr/ spool

adm /usr/adm

Table 2 shows the recommended file systems that should be shared within a
cluster (for example, via NFS).
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Table 2. Recommended File Systems Shared Within a Cluster

File System System Name Notes

opt / opt Some underlying products can
be shared; / opt itself may not
be a good candidate for a shared
file system.

home / home User home directories

dfs_cache / df s_cache

Most file systems listed in the preceding tables can exist on private MPN/SCSI
disks. It is desirable to have local swap, t nmp, and df s_cache file systems
located on faster disks, for example, on fiber disks or arrays via FCN(s).

4.1.2 Sharing File Systems

Although it is recommended to share user file systems with NFS or another
file-sharing mechanism, one limitation is that NFS-shared files may not contain
checkpoint files or restartable core files. NFS does not support the restart mode
bit that the UNICOS operating system requires to guarantee that the restart file
has not been tampered with. Checkpoint and core files should be directed to
local file systems. A core file written to an NFS file will not be restartable.

4.2 File Synchronization

4.2.1 Overview
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Frequently, identical files exist on multiple mainframes within a group of
mainframes. Administrators can use the cf sync(8) and cf updat e(8)
commands to synchronize files among multiple mainframes. These utilities
preserve file names, permissions, and privileges.

After the file synchronization environment and necessary user accounts have
been set up, the cf sync and cf updat e commands allow administrators to
easily propagate files from one mainframe to another. An administrator first
selects a mainframe to be the master host from which files are copied. The files
on this host are considered to be the master files. After modifying the master
files, the administrator executes cf sync, which archives the files and executes
cf updat e on the remote mainframes. cf updat e copies the archive from the
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master host, unpacks the archive, and restores the files while preserving the file

permissions and privileges.

Files may be propagated relative to a file system other than /. For example,

/ et c/ host s on the master host could be propagated to

/ new_r oot / et ¢/ host s on the remote hosts. To do this, specify the

cfsync - Roption.

The following are examples of files that an administrator may want to be

identical across mainframes:

/.rhosts
/etc/autol *
/etc/crayl m*

/ et c/ daenons

[ etc/ hosts

/ etc/hosts. equiv
/etc/inetd. conf
[etclissues
/etc/notd

/ et ¢/ nrout ed. conf
/ et ¢/ named. boot
/ et ¢/ net wor ks
/etc/printcap

/ et cl/ proj ect
/etc/protocol s
/etclrc.pre
/fetc/rc.md
/etcl/rc. pst
/etc/resol v. conf
[ etc/services
[etc/shells

/ et c/ shut down. pre
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4.2.2 Setup Procedure
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/etc/shutdown. md

/ et ¢/ shut down. pst

/etc/sntd. conf

/ et c/ snpd. conf

/ et c/ ui dmaps/ Get . donai ns

/ et c/ ui dmaps/ Map. donmai ns

/ et c/ ui dmaps/ Set . donmai ns

/ et c/ ui dmaps/ Updat e. domai ns
[ etc/utcd. conf
fusr/lib/array/arrayd. auth
[fusr/lib/array/arrayd. conf
Network configuration files (which may be arbitrarily named)

Other site-specific scripts

The following steps describes the setup for file synchronization:

1. Create an identical user account on each mainframe. The user name is
specified in the configuration file (/ et ¢/ confi g/ cf/ cf _confi g) by the
REMOTE_USER variable.

a. On the master host, set secadmas a valid category. You may optionally
set secadmas an initial category.

b. On the remote hosts, set secadmas both a valid and initial category.
For added security, you may wish to disable interactive logins.

The following example disables interactive logins for user
updat e_user:

# udbgen -c updat e: updat e_user: passwd: x:

c. On both the master and remote hosts, add REMOTE _USER to the adm
group.

2. Set up the . rhost s file on each of the hosts.
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a. On the master host, an entry for REMOTE_USER must exist on each of
the remote hosts. The REMOTE _USER variable is defined in the
configuration file, / et ¢/ confi g/ cf/ cf _confi g. The remote hosts
are defined in / et ¢/ confi g/ cf/ machi ne_li st.

In the following example, REMOTE_USER is set to updat e_user, and
machi ne_I| i st contains host 1, host 2, and host 3:

host 1 updat e_user
host 2 updat e_user
host 3 updat e_user

b. On the remote hosts, add an entry for either REMOTE_USER or r oot on
the master host. The REMOTE_USER entry is needed when cf sync is
executed by REMOTE_USER. Otherwise, when r oot executes cf sync,
the r oot entry is required.

In the following example, an . r host s entry exists for both r oot and
REMOTE_USER. REMOTE_USER is set to updat e_user, and the master
host is named nmast er _host :

mast er _host updat e_user
mast er _host root

3. Set the umask correctly if r oot executes cf sync. When cf updat e is
executed from cf sync, the REMOTE_USER must be able to access the
archive file on the master host. If r oot runs cf sync instead of
REMOTE_USER, file access may be denied, because r oot ’s umask is set
incorrectly. The umask(1) command can be used to set the file creation
mask.

4. Edit the configuration file. Modify / et ¢/ confi g/ cf _confi g as needed
on each host.

5. Check that cf sync is not on a cross-mounted file system. cf sync must be
installed with privilege. When cf sync is located on a cross-mounted file
system, the privileges will not be available on all hosts. cf sync is located
in/etc.

4.2.3 Execution Procedure

The following steps describe how to propagate files to multiple hosts and
assume that the default files are used. The steps are executed on the master host.

1. Edit the files to be propagated.
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2. Modify /etc/config/cf/file_list. Editthefile_list fileso it
contains only the names of the files that are to be propagated.

3. Modify / et c/ confi g/ cf/ machi ne_I i st. Edit the machi ne_I i st file
so it contains the names of the mainframes to which the files are
propagated. This list must contain full absolute path names. All file names
must begin with / .

4. As either r oot (on a PRI V_SU system) or a user with active secadm
privilege, execute cf sync. If you use a nhon-r oot login, you may first need
to activate the secadmcategory with set ucat (1). This must be done when
the initial categories do not include secadm (see Section 4.2.2).

4.3 Configuring Mainframe Operating System Parameter Files

Note: It is strongly recommended that you use the install tool to maintain
your system configuration, rather than manually editing the configuration
specification language (CSL) parameter file. For more information on the
UNICOS installation and configuration menu system (ICMS), see UNICOS
System Configuration Using ICMS and the online install tool help files.

The configuration specification language (CSL) parameter file contains
statements that specify hardware and software characteristics for your system.

When the configuration is activated, a copy of the CSL parameter file is stored
in / et c/ confi g/ param For all Cray systems, the administrator must
manually transfer the parameter file to the workstation.

Each Cray SV1 series system in the SuperCluster system has unique par amfiles
to handle the private file systems that the Cray SV1 series systems will use. A
copy of the default par amfile is located in Appendix A.

4.3.1 Defining the GigaRing Host-to-Host Connection
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The net wor k section of the / et ¢/ confi g/ par amfile is used to define the
GigaRing interfaces so that TCP/IP can be used for mainframe-to-mainframe
communication.

The following lines should be added to the net wor k section of the parameter
file for each GigaRing channel over which TCP/IP will be used to communicate
with another mainframe.
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gr number {
iopath {ring ring_number; node node_number; }

}

In the gr device format, number is the interface number (for example, 0 would
be the first, 1 would indicate a second interface, and so on). ring_number
identifies the GigaRing channel that TCP/IP will use to communicate between
mainframes. node_number identifies this mainframe’s assigned node ID on this
ring.

The following example shows the lines used to define sn3001’s interface on the
intra-node GigaRing topology example (see Figure 5, page 12):

gr 0 {
iopath {ring 040; node 1;}

}

See “net wor k section” in the “CSL Parameter File” chapter of the UNICOS
Configuration Administrator’s Guide for detailed information on the net wor k
section of the CSL parameter file. See Appendix A for an example of the
parameter file.

4.3.2 Determining and Setting the Number of mbufs

You need to determine and set segments of a special memory pool (mbufs). See
the “TCP/IP” chapter in the UNICOS Networking Facilities Administrator’s Guide
for detailed information on determining and setting mbufs. See Appendix A for
an example of the parameter file.

4.4 Configuring the Cluster UDB Feature

36

Each node in a SuperCluster system has a local user database (UDB) as if it
were a standalone system. Cray has developed tools to synchronize these UDB
files throughout the cluster so that the user information contained within the
database is consistent among all nodes in the cluster. A cluster user will have
only one identity and collection of limits, quotas, and permission options. A
single source file makes administering a cluster UDB similar to administering a
standalone system, provided there is not a great deal of node-specific tailoring
of user information. Cluster UDB administration may be done via the
command line from any node in the cluster.
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4.4.1 Installation Process

Installation of the cluster UDB places all of the cluster UDB commands in / et c
when the installation process runs on the node. Along with installation of the
commands, symbolic links to udbgen(7X), udbsee(1), and udb_hel per (8) are
created in / usr/ adnf udb/ bi n. Installation will add, but not replace, names in
this directory.

The cluster UDB configuration file contains locally specified defaults and
preferences and the cluster UDB source and update distribution files. A copy of
this configuration file, called cl ust er UDB. conf, is installed in

/ et c/ confi g/ udb on each node unless a file of that name is present. If the
file already exists, the newly installed configuration file will be named

cl ust er UDB. conf . new.

4.4.2 Configuration Procedure
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After the cluster UDB feature is installed a configuration to match the local
environment must be done. The following steps outline what the administrator
must do to ensure the cluster UDB works correctly. This procedure assumes
that / et ¢ and / usr/ adm udb are not on file systems that are shared among
the nodes of the cluster. A correct configuration file will make using any of the
special path and file name options on the cluster UDB commands unnecessary
for normal operations.

1. Decide configuration file location: Decide where the configuration file,
cl ust er UDB. confi g, will reside. After installation a copy of this file
exists on every node, but it will be difficult to maintain a consistent
configuration in this way. You are encouraged to copy the configuration file
to a file system that is shared among the nodes and, on each node, replace
the configuration file in / et ¢/ conf i g/ udb with a symbolic link to the
shared file.

2. Configure path names: A number of path names must be set up in the
configuration file. The released file uses the path / usr/ udbAdmi n as a
place holder that must be changed to a path all nodes can access. The
various directories (Col | ect, Di st, Edi t, and Log) need to be created in
that path.

3. Specify the list of nodes: The configuration directive NodeLi st must be
changed to the actual list of nodes comprising the cluster. The names will
be used to address the nodes when collection and distribution are done.
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4. udb_ser ver (8) restrictions: Only commands that exist in

/usr/ adm udb/ bi n can be run from udb_ser ver. The installation
process should automatically populate this directory with all needed
commands. Because the installation does not touch existing entries in the
directory, you may need to check that the content of the directory is correct
on each node.

. Decide how the cluster UDB is to be defined: This involves specifying

exempt records, uniform fields, and dropped fields. These definitions
control what is placed in the cluster UDB source file and how
udb_rrer ge(8) checks for cluster uniformity.

= Exempt records are not checked for uniformity, but all records with the
same user name and UID are collapsed to a minimum representation of
field value differences over the cluster. The released configuration file
makes all records with a UID less than 100 exempt. You must determine
what is locally correct.

= Uniform fields are expected to have identical values per record as
specified by user name and UID on each node of the cluster. Exempt
records are not checked. Fields not specified as uniform may have
different values on each node without triggering warning messages
during the merge process. The different values will be maintained in the
cluster UDB source file unless they are to be dropped.

= Dropped fields will not appear in the cluster UDB source file. Typically,
fields which are dynamic and reflect activity on a particular node should
be dropped.

. The final configuration task is to define a new user template. This template

is used by the udb_edit - n option to create a default user record. See the
comments in the default UDB configuration file shown in Appendix A for
detailed information.

. Perform network configuration. Configure the / et c/ ser vi ces file for

service name udb_server:
udb_server pppp/tcp # Cluster UDB server

The port number is placed where pppp appears.

. Configure the / et c/ i net d. conf file for the cluster UDB server:

udb_server streamtcp nowait root /etc/udb_server udb_server
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4.4.3 Initialization Procedure

After UDB installation and configuration, the cluster UDB needs to be
initialized. To initialize the cluster UDB:

1. Gather all UDB entries for all nodes on one of the individual nodes using
the udb_col | ect command.

2. Merge all cluster UDB information into a single cluster UDB source file
using the udb_mer ge command.

4.5 Setting Up the TCP/IP Network

This section discusses special networking considerations for the Cray SV1 series
SuperCluster.

All systems in the SuperCluster system are connected via a host-to-host
GigaRing interface which provides the physical connection for TCP/IP
communication. The interface type, as specified in the net wor k section of the
/ et c/ confi g/ par amfile, is gr . Each system will have either one or two of
these types of interfaces defined (that is, gr O and optionally gr 1), depending
on the size of the SuperCluster system. Each GigaRing connection defines a
separate IP network.

As far as TCP/IP is concerned, a SuperCluster system exists as a set of
independent systems connected via shared GigaRing networks. These GigaRing
networks can be viewed as a matrix, with each system having direct access to
any of its neighbors which shares either the inter-node or intra-node GigaRing
network, and indirect access with any other system in the SuperCluster system.
Indirect access is provided by routing data through a system that is directly
connected to both systems in the communication path.

Figure 7 depicts the smallest SuperCluster system (that is, four systems which
are all directly connected via the same GigaRing interface):
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gro

VI MF 1-D
MF 1-B MF 1-C

= GigaRing
- = Mainframe

Figure 7. Smallest SuperCluster GigaRing Interfaces

al2056

As the SuperCluster system grows, additional GigaRing interfaces need to be
defined such that the SuperCluster system can be depicted as a matrix. Figure
8, page 41 depicts an arbitrarily large SuperCluster system:
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grl grl grl grl
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e
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= Intra-node GigaRing
O = Inter-node GigaRing

- = Mainframe nodes a12057

Figure 8. Large SuperCluster GigaRing Interfaces

Note: The practical limit on the number of systems configured per GigaRing
network is eight.

No requirement exists to define the X axis rings as gr 0 and the Y axis rings as
gr 1, but care should be taken when naming each system’s GigaRing interfaces
as the configuration can become difficult to maintain. Because a SuperCluster
building block consists of four systems, it is easiest to define its interface as gr 0
and the GigaRing network, which connects these SuperCluster building blocks,
as each system’s gr 1 interface.
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The following sections detail the configuration of the network that supports
communication between all systems in a Cray SV1 series SuperCluster system.

4.5.1 IP Addressing Considerations

42

To provide TCP/IP access to all Cray SV1 series systems in the cluster, each
Cray SV1 series system must have an IP host address assigned to each of its
GigaRing interfaces. Also, each GigaRing channel must exist as its own IP
network. As the SuperCluster system grows, the number of IP host and
network addresses required also grows. The number of IP host and network
addresses required in a SuperCluster building block (the smallest SuperCluster
system) is four and one, respectively. In an eight-system SuperCluster system,
sixteen IP host addresses and six network addresses are required. As the
SuperCluster system grows from this point, eight additional IP host addresses
and one additional network address are required for each building block added
to the SuperCluster system.

To conserve your site’s address space, the software used on the Cray SV1
seriess systems in the SuperCluster system supports variable subnet masks.
This allows for the use of only one class C equivalent network address to define
the entire IP network that connects all of the systems in the largest possible
SuperCluster system. Because eight systems at most can be directly connected
over an individual GigaRing network, only the last four bits of any IP address
need to be used to define the individual hosts on that network. As a result, the
least restrictive subnet mask that needs to be used to define these GigaRing
networks is OXFFFFFFFO (or 255. 255. 255. 240).

Note: If your SuperCluster system consists of at most sixteen systems (that is,
a four-by-four SuperCluster system), you can use the more restrictive subnet
mask of OXFFFFFFF8 (or 255. 255. 255. 248), as only the last three bits of
each address are required to define four hosts. As indicated earlier, this
configuration can become difficult to maintain, so if there is a possibility of
your SuperCluster system growing beyond sixteen systems, it is
recommended to immediately start using the least restrictive subnet mask.

Assuming the assignment of a class C equivalent address is used to take care of
the host/network addressing requirements, the following defines the available
network addresses:

class C address. 0

class C address. 16
class C address. 32
class C address. 48
class C address. 64

S-2253-10008



Mainframe Configuration [4]

S-2253-10008

class C address.
class C address.
class C address.
class C address.
class C address.
class C address.
class C address.
class C address.
class C address.
class C address.
class C address.

80

96

112
128
144
160
176
192
208
224
240

class C address is the first three octets of the Internet address assigned to the

SuperCluster system.

Each host address then becomes the network address, modified such that the
last octet is summed with a number from 1 to 8, indicating which host the

system is defined as on the given network.

As the configuration can become complex, it is suggested to use the network
addresses for the gr O interfaces starting from 0 and going up, and the gr 1
interface from 240 on down. So, using the arbitrarily large SuperCluster system
shown in Figure 8, page 41, the Internet addressing could be set up as shown in
Table 3, page 44, for the indicated systems (leaving out the first three octets of
the Internet addresses, because they will all be the same):
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Table 3. Internet Addressing

System Interface Host Address Network
1-A gr0 A .0
grl 241 .240
1-B gr0 2 .0
grl .225 224
1-C gr0 3 .0
grl .209 .208
1-D gr0 4 .0
grl 193 192
2-A gr0 17 .16
grl 242 .240
2-B gr0 .18 .16
grl .226 224
2-C gr0 19 .16
grl .210 .208
2-D gr0 .20 .16
grl 194 192
n-A gr0 .(16*(n-1))+1 .(16*(n-1))
orl .(240+n) 240
n-B gr0 .(16*(n-1))+2 (16*(n-1))
orl .(224+n) 224
n-C gr0 .(16*(n-1))+3 (16*(n-1))
orl .(208+n) .208
n-D gr0 .(16*(n-1))+4 (16*(n-1))
orl .(192+n) 192

44

Note: No requirement exists to define the IP addresses as shown in Table 3,
page 44. This information is provided simply to assist in the configuration of
the GigaRing interfaces. The only requirements are that each GigaRing
interface be assigned an IP address, and that each GigaRing exists as its own

IP network/subnet.
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4.5.2 IP Address-to-Hardware Address Mapping
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An IP address is a logical address that allows the networking software to
operate independently of hardware addressing considerations. As a result, in
order for TCP/IP to operate correctly, all systems must be configured such that
these IP addresses can be mapped to their hardware equivalent address. This
mapping is done statically because the GigaRing hardware does not support
broadcast messages, nor does the software support address resolution protocol
(ARP) over this interface.

A GigaRing hardware address consists of a pair of humbers: one that identifies
the ring number of the GigaRing, and another that identifies the node number
of the host. This information can be obtained by looking at the topology file on
the SWS. The mapping is performed statically by using the ar p(8) command on
each system and specifying the name of a file that associates each host’s IP
address, on the given GigaRing, to its equivalent GigaRing address.

Using the default system configuration tools, the files / et ¢/ gr 0. ar p and
optionally / et c/ gr 1. ar p need to be created such that they contain this
mapping for their respective interfaces. These file names are associated with
their interfaces in the / et ¢/ confi g/ i nt er f aces file. The format of this file
is as follows:

IP address 0: 0: 0: 0: ring: node
where:

IP address is the host’s IP address or host name, which maps to the host’s IP
address in either the / et c/ host s file or by named(8).

0: 0: 0: 0: is a place holder and must be specified as shown.
ring is the GigaRing number assigned to this interface.

node is the host’s node number on ring, which has been assigned IP address.

Caution: Both the ring and node numbers must be specified in hexadecimal
(without the leading 0x).

Each host on any given GigaRing network must have the same mapping for all
hosts on that network. In other words, all of system 1-x’s / et ¢/ gr 0. ar p files
must be the same. Also, all of system n-A’s / et ¢/ gr 1. ar p files must be the
same, all of system n-B’s / et ¢/ gr 1. ar p files must be the same, and so on.
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4.5.3 Routing Within the Cluster

Once the IP-to-hardware address mapping is set up, any two directly connected
hosts can communicate using TCP/IP. To allow for any two indirectly
connected systems to communicate, the appropriate routes must be created.
You can do this by using the r out e(8) command directly, or by specifying these
routes in the st at i ¢ section of the / et c/ gat ed. conf file, which is processed
by st ati crt s(8) during system initialization to create the necessary routes.

Going back to the matrix configuration shown in Figure 8, page 41, each system
will need a route for each gr 1 network defined on the other hosts connected to
its gr O interface, and a route to each of the other gr 0 networks. Although this
setup is not a requirement, the following is recommended for simplicity:

= To define the routes to the other gr 1 networks to go through the
appropriate host connected via the system’s gr O interface.

= To define the routes to the other gr O networks to go through the
appropriate host connected via the system’s gr 1 interface.

Assuming the network addressing is assigned as recommended above, the
matrix would appear as shown in Figure 9, page 47 (substituting the network
address for the interface name):
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Figure 9. Routing Within the Cluster

The required routes for any system x-A would then be as follows, using r out e

to create them:

/etc/route add -net network. 0 network. 241
/etc/route add -net network. 16 network. 242
/etc/route add -net network. 32 network. 243

/etc/route add -net network. (16*(n-1)) network. (240+n)

/etc/route add -net network. 224 network. ((16*(x-1)) +2)
/etc/route add -net network. 208 network. ((16*(x-1)) +3)
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/etc/route add -net network. 192 network. ((16*(x-1)) +4)

The required routes for any system x-B would be as follows, using r out e to
create them:

/etc/route add -net network. 0 network. 225
/etc/route add -net network. 16 network. 226
/etc/route add -net network. 32 network. 227

/etc/route add -net network. (16*(n-1)) network. (224+n)

/etc/route add -net network. 240 network. ((16*(x-1)) +2)
/etc/route add -net network. 208 network. ((16*(x-1)) +3)
/etc/route add -net network. 192 network. ((16*(x-1)) +4)

and so on...

where n goes from 1 to the number of building blocks in the SuperCluster and
is not equal to x (that is, the route to any system’s own gr O network does not
have to be duplicated as this route is added when the interface is configured

up).

Note: network is the class C equivalent network, or subnet, address assigned
to the SuperCluster’s GigaRing networks.

4.6 Controlling Startup With / etc/ confi g/ rcoptions and rc. * Files

48

During the startup of each mainframe in the SuperCluster system, various
actions can be done automatically, not at all, or only after verification by
operator input. The following files are used to control the startup behavior of
each mainframe in the SuperCluster system:

e /etc/config/rcoptions
e /etc/config/rc.pre
e /etc/config/rc.md
e /etc/config/rc. pst

The / et c/ confi g/ rcopti ons file is controlled by the UNICOS
Installation/Configuration Menu System (ICMS) from various component parts,
which are in turn either generated by ICMS, or maintained manually by the
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system administrator. See the General UNICOS System Administration manual for
a detailed explanation of the / et ¢/ confi g/ rcopti ons file.

The following paragraphs show how to set RC option variables for booting.
Each RC option variable has the following form:

RC_XXXX=" runlevel=action[ : runlevel=action] ’
where:

runlevel isan /et c/init (1M) level (0123456SsQgabc) or an asterisk (*),
which specifies all unspecified levels.

action is YES for unconditionally execute the function, NO for unconditionally
skip the execution of the function, or ASK, which specifies to ask the operator
whether or not to execute the function.

Note: YES and ' *=YES' are synonymous, and blank fields default to
"*=YES' .

The following examples show how the RC option variables can be used to
customize the features available by default when booting:

Example Definition
RC_XXXX=" YES Always execute this function.
RC_XXXX=" 2=YES: 3=NO. *=ASK’ Always execute this function

when going to level 2; never
execute this function when
going to level 3; and ask for
all other levels.

The settings in the r copt i ons file affect whether or not systems can go from
single-user mode to multiuser mode without operator input. In particular, the
RC_CONTERR parameter controls whether or not systems continue to multiuser
mode if an error is encountered. By default, this parameter is set to ASK, which
stops the multiuser mode process until the operator responds to the error
displayed on the system console.

It is recommended that a site’s r copt i ons file not contain an ASK when each
system in the SuperCluster system is being brought up.

Sites should review the basic r copt i ons file shown above and the parameter
definitions, which are documented in section 3.4 of General UNICOS System
Administration.
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The /etc/config/rc.pre,/etc/config/rc.md, and
/etc/config/rc. pst files are entry points into / et ¢/ r ¢ and allow sites to
customize the actions taken during the booting of a system into multiuser
mode. Section 3.4 of General UNICOS System Administration describes where
these files are executed during the process of getting a system to multiuser
mode. The following are common uses for each of these scripts:

= /etc/rc. pre script to control what type of NQS startup should occur; for
example, whether separate queues should exist for different times of day

e /etc/rc. nd script to update the / et ¢/ not d file, control whether the
system should be restricted, make sure the mail sysl og file is satisfactory,
and make sure the / et c/ host s file is as new as possible

e /etc/rc. pst script to start the NQS queues, restore the set memory
scheduling parameters, nkf s, f sck, and mount scratch file systems, and
enable disk queue sorting

4.7 Controlling Shutdown With / et ¢/ shut down. * Files
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During the shutdown of each mainframe in the SuperCluster system, additional
actions can be done automatically by adding the following site shutdown files:

e /etc/shutdown. pre
e /etc/shutdown.nmd
« /etc/shut down. pst

Site shutdown files are executed at various points during system shutdown. For
a detailed description of when the files are executed, see section 3.2 of General
UNICOS System Administration. The following are common uses for each of
these scripts:

« /etc/shut down. pre script to provide a unique shutdown procedure for
site-specific levels of operation

e /etc/shutdown. m d script to allow NFS file systems to be unmounted
prior to stopping networks

« /etc/shutdown. pst script to synchronize the UDB and fair-share
information after the networks have been stopped
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4.7.1 | et ¢/ shut down. pr e Script

/etc/wall<<!
AGSyst em goi ng down
[

You should create an / et ¢/ shut down. pr e script that contains a wal | (8)
command indicating that the system is to be shut down in a specified humber
of seconds (-d secs). The default delay is 60 seconds. If you want more of a
delay and additional wal I commands to be issued, these can be added to the
/ et ¢/ shut down. pr e script.

A basic form of / et ¢/ shut down. pr e is shown in the following example:

in 60 seconds. Please |ogoff now "G

See the shut down(8) man page for more information.

4.8 Configuring Cray SV1 Series Cluster Bundle Software Products

4.8.1 NQE

4.8.2 NFS/BDS
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This section describes any special administrative issues for Cray SV1 series
Cluster Bundle software products. Where there are no special issues, you are
referred to the basic product documentation.

The Network Queuing Environment (NQE) for the UNICOS operating system is
a workload management system that automatically balances tasks across mixed
servers attached to a network. See NQE Installation and NQE Administration for
basic information on configuring NQE.

The UNICOS network file system (NFS) allows users to share directories and
files across a network of machines. See the UNICOS Networking Facilities
Administrator’s Guide for basic information on configuring NFS.

bds is a user-level server, implemented as an enhancement to the network file
system (NFS), that provides direct /0 capabilities over the network. bds is
typically started out of startup scripts at boot time. See the bds(8) and

nmount (8) man pages for basic information on BDS.
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4.8.3 MPI

4.8.4 DMF

52

The Message Passing Interface (MPI) is a component of the Cray Message
Passing Toolkit (MPT), which is a software package that supports parallel
programming across a network of heterogeneous computer systems through a
technique known as message passing.

The following MPI limitation exists when running across a cluster.

There is currently a limit of 55 processes for MPI jobs using the shared memory
implementation (- nt option on npi r un command). This limit is based on the
number of open socket descriptors and may be a configuration issue. This limit
will be slightly less for MPI jobs using the TCP/IP implementation (- np on

npi r un). See the mpi r un(1l) man page and the Message Passing Toolkit: MPI
Programmer’s Manual for information on MPI.

The optional UNICOS Cray Data Migration Facility (DMF) provides online file
system space by moving selected files offline to a designated storage devices.
These files remain cataloged in their original directories and behave as if they
are still disk resident. Likewise, an online disk can be considered a cached copy
of a larger virtual disk space. See Cray Data Migration Facility (DMF) Release and
Installation Guide for basic information on configuring DMF.
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This chapter discusses the following topics:
= Maintaining the user database

= Batch scheduling and load balancing

= Centralized accounting

= Backing up and restoring file systems

Note: This chapter does not cover basic mainframe operations in detail. It
includes only information necessary for the operations of Cray SV1 series
SuperCluster systems. For information on basic mainframe operations topics,
refer to the UNICOS Basic Administration Guide for Cray J90, Cray J90se, and
Cray SV1 Series Systems.

5.1 Maintaining the User Database
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Each node in a SuperCluster system has a local user database (UDB) as if it
were a stand-alone system. Cray has developed tools to synchronize these UDB
files throughout the cluster so that the user information contained within the
database is consistent among all nodes in the cluster. A cluster user will have
only one identity and collection of limits, quotas, and permission options. A
single source file makes administering a cluster UDB similar to administering a
stand-alone system, provided there is not a great deal of node-specific tailoring
of user information. Cluster UDB administration may be done via the
command line from any node in the cluster.

The supercluster UDB commands issue the common UDB commands with the
supercluster options.

A cluster UDB configuration file contains locally specified defaults and
preferences and the cluster UDB source and update distribution files. By default,
the file is located in / et ¢/ confi g/ udb and is called cl ust er UDB. conf . See
Appendix A for the default cluster UDB configuration file.
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5.1.1 Node Level UDB Tools

Each node in the cluster contains the set of UDB files common to all UNICOS
systems. In addition, each node has access to the cluster UDB configuration file,
the distribution files, and the cluster UDB source file.

The udbgen command is used to create or maintain information in each node’s
UDB. This command must be run on the node that contains the target UDB. See
the udbgen(8) man page for detailed information on this command.

To support many nodes with common UDB source and allow each node to
have tailored user fields, target node names must be included with the source.
The udbgen fi el d- nane: fi el d- val ue: pair called node: node- nane:
provides for the specification of the node name.

The block introduction field name, change, allows records to be created or
updated from the source. This is necessary because the UDB may not have the
same record population on all nodes when a cluster UDB source file is
distributed.

The udbsee command converts information from the UDB into an ASCII file.
This command must be run on the node that contains the target UDB. Its
output has been modified to include the node: node- nane: pair in every
output record if the - n (node) option is specified. If the source is intended for
input to the UDB merge tool, specific options (-a, -g,-n, -v, and -t change)
are required.

For detailed information, see the udb(5), udbgen(8), and udbsee(1) man pages.

5.1.2 Cluster Level UDB Tools

54

Information in a UDB record is organized into three categories for cluster UDB
administration:

= Non-configurable node invariant user identity information. The fields in this
category are nane and ui d. Except for any configured exceptions, all
records must comply. Exception records are named in the configuration file
using the Exenpt keyword.

= Configurable node invariant fields. These fields are named in the
configuration file with the Uni f or mkeyword. The default configuration file
specifies most of the UDB fields to be in this category.

= Node-specific information having no cluster wide meaning. Such fields as
shext i me and shusage belong to this category. The merge process skips
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fields in this category. These fields are named in the configuration file with
the Dr op keyword.

When udbsee produces UDB source on each node, each record includes the
node- name. Many fields are identical on each node because of the rules
requiring a consistent user identity. When the source is combined with the
merge tool, all records have cluster uniform and node-specific field-value pairs.

When working with the cluster level UDB tools the administrator, using the
udb_edi t (8) tool and any desired ASCII editor, edits an extract from the
merged UDB source file to change user attributes. The extract is used as input
to the udb_updat e(8) tool to update the individual node UDB files.

5.1.2.1 UDB Source Editing Tool
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The UDB source editing tool, udb_edi t, is used to create a template cluster
UDB record for the creation of a new user record or to extract an existing
cluster UDB record for editing.

When you run udb_edi t, an editor is started to allow you to manipulate the
record being created, changed, or deleted. The EDI TOR environment variable
selects the editor.

To create a record for a new user:

Run udb_edi t with the - n option. For example, to create a record for a new
user named newuser , use the following command:

udb_edit -n newuser

New user records are created using a template extracted from the cluster UDB
configuration file (default name: cl ust er UDB. conf). The template default
field values for new records in the cluster UDB configuration file may be set by
the administrator.

A file is created in the directory named in the Edi t Di r ect or y configuration
directive in the cluster UDB configuration file. The name of the file is
username.yyyymmddhhmmss. The date suffix makes the file name unique and
orders the files according to time of creation.

To edit an existing record:
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Run udb_edi t and specify the user name to select from the merge file (the
cluster UDB source file). For example, the following command retrieves user
rnl’s record for editing:

udb_edit rnl

User r nl ’s record is opened in the editor specified by the EDI TOR environment
variable. To change the UDB record, specify new values for fields; then exit and
save the file.

To delete a user’s UDB record, run udb_edi t to get the user’s record for
editing. Change the block introduction field name from updat e to del et e and
proceed as when updating an existing user record.

To create or regenerate the index file, use the command:
udb_edit -X

For detailed information on command options, see the udb_edi t (8) man page.

5.1.2.2 UDB Source Collection Tool

56

The UDB source collection tool, udb_col | ect (8) forwards UDB source to the
collecting node in a cluster upon request. The command can be executed from
any directory, but it will deposit the collected files in the directory named by
the Col | ecti onDi r ect ory configuration directive in the cluster UDB
configuration file. Options allow changing the suffix to something other than

. udb and running in verbose mode so that progress messages are written.

The source file is collected on each node using the udb_ser ver (8) command as
follows:

udb_server udbsee -agnv -t change -o % nodenane. suffi x

This command will not replace any existing files of the same name. This set of
options produces the only format acceptable to udb_rer ge(8), the UDB source
merging tool. The udbsee output files (UDB source) from each node made
available by the udb_col | ect command are read by the udb_mer ge tool and
converted into a single cluster UDB source file.

For detailed information on command options, see the udb_col | ect (8) man
page.
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5.1.2.3 UDB Source Merging Tool

The UDB source merging tool, udb_ner ge(8), reads the udbsee output files
(UDB source) from each node in the cluster and converts them into a single
cluster UDB source file while applying the rules in the cluster UDB
configuration file. (The udb_col | ect (8) command collects the node UDB
source files.)

In each record in the cluster UDB source file, a field having identical values in
each node’s UDB will be merged into a single fi el d- nane: fi el d-val ue:
expression. Non-uniform fields will be identified with the appropriate node
names. Fields in violation of the uniformity rules will be marked in the cluster
UDB source file for correction. Node-specific fields will be dropped from the
merged data. Dropped fields are intended to prevent the merged source file
from containing any node-specific information that should not be restored to
the node’s UDB when UDB synchronization is done. Information such as share
exit time and share usage fall into this category.

Other information may also be dropped if the administrator so configures the
tool. The cluster UDB configuration file (default name: cl ust er UDB. conf)
contains merge configuration statements that define exempt records, uniform
fields, and fields to drop. A default configuration file is provided that specifies
recommended node invariant and node-specific fields. See Appendix A for the
default cluster UDB configuration file.

For detailed information on command options, see the udb_rmer ge(8) man page.

5.1.2.4 UDB Cluster Updating Tool
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The UDB cluster updating tool, udb_updat e(8), distributes UDB changes to all
nodes in the cluster.

This command provides four separate operations:
= Distributes the entire cluster UDB source file to all nodes.

= Distributes the collection of user records that are edited or created with
udb_edit to all nodes.

= Propagates the update of a specific field on one node to all nodes in the
cluster.

= Joins a node to the cluster and applies pending changes to its UDB.
The distribution file created by the udb_updat e - u and - e command options

will be in the Di st ri buti onDirect ory with the name prefix specified by the
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Di stributionFil e configuration directive. The default prefix is Di st. The
file name also encodes the creation time. The initial file name has the form
Di st yyyymmddhhmmss.

If you run udb_updat e without the - e, -j, - s, or - u options, udb_updat e
uses all the files in the Edi t Di r ect ory as though each had been specified by
the - u option. After running in this mode (without the -e, -j,-s,or-u
options) udb_updat e automatically deletes all the update records in the

Edi t Di r ect ory after creating the cluster file. Otherwise, update records are
retained in the Edi t Di r ect ory until you manually delete them.

The list of nodes to contact is provided through the NodeLi st configuration
directive. The udb_updat e command creates hard links to the distribution file
for each node using the name Di st yyyymmddhhmmss.

If the distribution file is created by the udb_updat e -u and - e command
options, the file to which the hard links point will be removed before node
distribution is started. When all of the links are deleted, the distribution file
will disappear, so that no administrative cleanup is necessary. If the - s option
is used, the links will point to the source file, but that file is not removed and so
remains after node distribution is finished.

As each node completes the update, the link for that node will be removed.
Any links remaining after the update completes means that those nodes did not
perform the update.

The udb_server command is called to execute the udbgen command on each
of the nodes. A typical server request would be udbgen % i | enane.

If udb_updat e is called with the - e option, udbgen is run with the - E option
to adjust associated fields correctly on all nodes. At this time, the only
associated field action is to update the password change time if password aging
is active and the password is changed.

When a distribution file is created, a copy is appended to the change log to
record the action. If the cluster source file is distributed (- s option), the change
log contains the action but not the content of the source file. The change log is
in LogDi rect ory and is named by the ChangelLog configuration directive.

For detailed information on command options, see the udb_updat e(8) man
page.
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5.1.2.5 UDB Server

5.1.2.6 UDB Helper

The udb_ser ver (8) command executes the cluster UDB requests on individual
nodes. It reads the request information (through i net d) from the remote
udb_col | ect or udb_updat e command, formats it, and calls the

udb_hel per shell script.

The udb_server command is started by i net d for audb_col | ect or
udb_updat e command running on another node in the cluster. udb_hel per
performs any local site actions and calls udbsee or udbgen as directed by the
remote udb_col | ect or udb_updat e command.

Note: The udb_ser ver command is to be used only by i net d. Do not use
it from the command line.

For detailed information on command options, see the udb_ser ver (8) man
page.

The udb_hel per shell script can be used to customize UDB source file
collection and update actions on each node in the cluster. udb_hel per is
called by udb_server.

Note: This script is not intended to customize the UDB, but provides a way
to initiate any non-standard process that may be required at a site when the
UDB is updated.

For detailed information on command options, see the udb_hel per (8) man
page.

5.2 Batch Scheduling and Load Balancing
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The Load Sharing Facility (LSF) Suite is a new workload management system
for the Cray SV1 series system. LSF provides comprehensive load sharing and
job scheduling across a Cray SV1 series SuperCluster system. It can also be
used across a mix of Cray SV1 series systems and systems of other vendors.
LSF is sold by Platform Computing. For information on using LSF, see the
documentation available on the Platform Computing web site at the URL:
http://ww. pl atform com

The Network Queueing Environment (NQE) for UNICOS is a workload
management system that automatically balances tasks across mixed servers
attached to a network. NQE is in maintenance mode on Cray systems, and in
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retired mode on other vendors’ systems. See NQE User’s Guide for basic
information on using NQE.

5.3 Centralized Accounting

UNICOS provides two types of system accounting, standard UNIX System V
accounting and Cray system accounting (CSA). You may use one or the other of
these accounting packages at your site.

For basic information on using standard UNIX System V accounting, see
UNICOS Resource Administration.

For introductory information on using CSA, which is the more complete and
frequently used of the two accounting types, see the “Accounting” chapter in
the UNICOS Basic Administration Guide for Cray J90, Cray J90se, and Cray SV1
Series Systems. For more detailed information on CSA, see UNICOS Resource
Administration.

Third-party software packages are available to roll up accounting data from all
systems in a cluster into a single report. These packages include:

e PerfAcct and PerfStat from Instrumental, Inc.

= TeamQuest Baseline from TeamQuest Corporation

5.4 Backing Up and Restoring File Systems
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The optional UNICOS Data Migration Facility (DMF) provides online file
system space by moving selected files offline to a designated storage device(s).
These files remain cataloged in their original directories and behave as if they
are still disk resident. Likewise, an on-line disk can be considered a cached
copy of a larger virtual disk space.

See Cray Data Migration Facility (DMF) Release and Installation Guide for basic
information on using DMF.

See the “Backing Up and Restoring File Systems” chapter in the UNICOS Basic
Administration Guide for Cray J90, Cray J90se, and Cray SV1 Series Systems for
basic information on backing up and restoring file systems.
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This chapter discusses the following topics:

= Monitoring the state of your cluster

= Folding and masking the GigaRing

< Message logs

= Preparing the system to run offline diagnostics

Note: This chapter does not cover basic system monitoring and online
diagnostics in detail, nor does it cover using the automatic recovery feature
to monitor a system. It includes only information necessary for the
monitoring and diagnosing of Cray SV1 series SuperCluster systems. For
information on basic system monitoring and online diagnostics topics, refer
to the UNICOS Basic Administration Guide for Cray J90, Cray J90se, and Cray
SV1 Series Systems and the SWS-ION Administration and Operations Guide.

6.1 Monitoring the State of Your Cluster

You can use the ops(8) command to view the state of mainframes, 1/0 nodes
(IONs), and rings. This command invokes a graphical user interface that allows
you to easily view the state. Depending on your information needs, you can
run the ops command on selected SWSs (and their associated SuperCluster
building blocks) in the cluster or on all SWSs (and their associated SuperCluster
building blocks) in the cluster.

The ops(8) command obtains its information from the st at eds(8) and
hwntont r ol (8) commands, which provide state information gathered from the
st at esr vd(8) state server daemon.
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Note: The hwnd(8) command (which manages the execution of the check
commands that supply information to the state server) is the only utility
associated with ops that places traffic on the ring if the mainframe is not in a
booted state; when diagnostics are run, the monitoring of all hardware
components must be shut off by executing the following command:

hwntontrol -a off

To resume monitoring of all hardware components, execute the following
command:

hwncontrol -a on
See the hwrrtont r ol (8) man page for more information.

The st at esr vd and hwnd daemons must be running before you invoke ops
For information on how to enable the automatic starting of these daemons, see
the SWS-ION Administration and Operations Guide.

After starting the state server and hardware monitor, run the following
command to populate the state server:

boot sys

In subsequent sessions, the information maintained by the state server will be
used.

6.1.1 Viewing the System State
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On the SWS, run the ops(8) command in the background:
sws$ ops &

Note: If you need to run ops remotely, refer to the SWS-ION Administration
and Operations Guide.

By default, ops(8) displays the status of mainframes, IONs, and rings, plus
hwntont r ol (8) information. (You can also set the ops command to display the
st at eds(8) pipe information.) If the hwntont r ol status bar shows the word
DI SCONNECTED, a pipe to either hwntont r ol (8) or st at eds(8) has been lost
which usually indicates that the state server is not running.

You can modify which components ops will display, as well as colors and font
size, from within the tool.
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Table 4 describes the state groupings and their default color representation;
additional information about each state (such as RUN LEVEL) is also supplied
for each item within the ops display.

Table 4. Default State and Color Representation

State Grouping Color
RUNNI NG Green
TRANSI Tl ONS Yellow
STOPPED Red
ERRORS Red
UNKNOWN Gray

The groupings listed in Table 4 contain specific states, each of which can have a
different color representation. For example, the RUNNI NG group consists of the
following states, each of which can have a unique color: BOOTED, CONNECTED,
I NI TI ALl ZED, and RUN LEVEL. You can also specify font size.

You can specify system-wide configuration information by modifying the ops
options and then saving the current configuration to a file named

/ opt/ confi g/ opsrc. Each user can also create an individual $HOVE/ . opsr c
resource file, which takes precedence. If the $HOVE/ . opsrc and

[ opt/ confi g/ opsr c files are not present, the ops utility has a built-in set of
defaults, as described in Table 4.

To invoke ops using a specific configuration file, enter the following command:
ops -c config_file

See the online help provided with the ops tool for more information about
states and configuration. You can also obtain state information in a
non-graphical format by using the st at eds(8) and hwntont r ol (8) commands;
see the man pages for details.

If you want to minimize the amount of space that the ops window takes up on
your workspace, you can iconify it. If something changes within the ops
display while it is iconified, an asterisk will be prepended to the icon name. For
example, the name would change from OPS (wsl g6) to* OPS (wsl g6).
When you open the window, the asterisk is cleared from the icon name.
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6.2 Folding and Masking the GigaRing

6.3 Message Logs
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GigaRing channel resiliency is provided by ring folding and masking:

= Ring folding allows concurrent maintenance of GigaRing node 1/0
controllers to be carried out. By using the dri ng(8) or di agri ng(8)
diagnostic programs, the GigaRing channel can be electronically looped back
at the two nodes adjacent to a failed node or cable to isolate it from the rest
of the ring. Once the loopback is completed, the failed node or cable can be
removed or replaced, after which the GigaRing channel can be unfolded.
The GigaRing channel runs at half bandwidth while it is folded.

= Ring masking allows maintenance of a GigaRing channel on a running
system. If one of the two rings fails, the GigaRing channel can be masked,
with communications continuing on the other ring. When the channel is
repaired, it can be unmasked.

To mask a ring, a special value is written programmatically (by the dri ng
or di agri ng program) into a memory-mapped register (MMR) on each
node. This action prevents the nodes from transmitting packets to the faulty
ring. The GigaRing channel runs at half bandwidth while it is masked.

In addition to performing resiliency operations (such as ring masking or
folding), the dri ng and di agri ng programs let you view information about
GigaRing channels and their associated nodes and execute diagnostic
commands. Diagnostic commands provide you with the ability to run specific
node and ring tests, to isolate failures to specific components, and to take either
automated or manual corrective actions when possible.

See the dri ng(8) and di agri ng(8) man pages and the chapter on “GigaRing
Diagnostic Tests” in the SWS-ION Administration and Operations Guide for
detailed information on the dri ng and di agri ng programs.

The use and contents of Cray SV1 series SuperCluster message logs are
identical to single (non-clustered) GigaRing systems. For a description of the
log files that are important for you to monitor, see the “Log Files” chapter in
UNICOS Basic Administration Guide for Cray J90, Cray J90se, and Cray SV1 Series
Systems. For information about accounting logs and reports, see the
“Accounting” chapter in this manual. For information on the SWS-ION
message logs, see the SWS-ION Administration and Operations Guide.
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You can use the | ognmai nt (8) command to archive and restart SWS
/ opt/ CYRI | og files. | ogmai nt is typically run via the SWS root cr ont ab(1)
as follows:

00 3 * * 0 /opt/CYRIccnt/etc/logmaint 9 > /dev/null 2>&1

With a cluster of systems, it may be necessary to run | ogmai nt more
frequently than the "once per week" given in the preceding example. Your site
may want to run | ogrmai nt two to three times per week, depending on how
many nodes (mainframes) exist in the cluster.

6.4 Preparing the System to Run Offline Diagnostics

To perform offline diagnostics on one of the systems in the cluster, you must
first isolate that system; that is, you must fold out that mainframe on every
GigaRing channel to which it is attached other than on the private GigaRing
channel used to boot that system.

Isolating a system can be done with the following dr i ng command:
dring -a fol doutnf -m mfname -b

This command folds out all nodes of the specified mainframe on all GigaRing
channels, except for the node on its boot GigaRing. Because the boot GigaRing
must be a private ring, no other mainframe will be affected by further
diagnostic operations done via this node.

At this point, the private boot GigaRing and all nodes attached to it can be used
for offline diagnostic testing. See the Cray SV1 Mainframe Troubleshooting
hardware manual for information on available offline diagnostics. After
diagnostics and repairs are completed the following two actions are required to
bring the system physically back into the cluster configuration:

dring -a foldi nnf -m mfname
boot sys mfname
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This appendix contains examples of the default / et ¢/ confi g/ par amand
/et c/ confi g/ udb/cl usterUDB. conf files

A.l /etc/config/param File

This section contains an example of the default / et ¢/ confi g/ par amfile. The
configuration specification language (CSL) parameter file contains statements
that specify hardware and software characteristics for your system. Each Cray
system in the SuperCluster system has unique par amfiles to handle the private
file systems that the systems will use. When the configuration is activated, a
copy of the CSL parameter file is stored in / et ¢/ conf i g/ par amfile. For all
Cray systems, the administrator must manually transfer the parameter file to
the workstation.

Note: It is strongly recommended that you use the install tool to maintain
your system configuration, rather than manually editing the configuration
specification language (CSL) parameter file. For more information on the
UNICOS installation and configuration menu system (ICMS), see UNICOS
System Configuration Using ICMS and the online install tool help files.

/* Configuration paranmeter file
*/

revi sion "sn3001";

/* G gaRing Information
*/
gigaring {
/*
* BEG N SECTION: G gaRing I nformation
*/
gr_route {
ring 00 {
channel 024;
}
ring 040 {
channel 034;
}
}
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/*
* END SECTI ON: G gaRing Information
*/

}

/* Hardware | nformation
*/
mai nfrane {
/*
* BEG N SECTI ON: Hardware | nformation
*/
32 cpus;
1024 Mnords nenory;

/* Channel information
*/

channel 024 is gigaring to ring 00,
channel 034 is gigaring to ring 040,
/*
* END SECTI ON: Hardware | nfornation
*/
}
/* UNI COS configuration
*/
uni cos {
/*
* BEG N SECTI ON: Kernel Paraneters
*/

4096 NBUF; /* nunber of system buff
2048 NLDCH;, /* nunber of |dcache he

32768 LDCHCORE; /* nunber of |dcache nenory clicks reserved */
ogi cal devices */
20 XDDMVAX; /* maxi mum nunber of XDD devi ces */
256 XDDSLMAX; /* maxi mum nunber of XDD slices */
8 RDDSLMAX; /* maxi mum nunber of RAM slices */

118 LDDMAX; /* nmmxi mum nunber of |

12 TAPE_MAX_ CONF_UP;
65536 TAPE_MAX PER DEV;
/ *
* END SECTI ON: Kernel Paraneters
*/

68

node 025;
node 025;

er headers */

aders */
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/* Di sk Configuration

*

* Special System Devi ces

*/
filesystem {
/*

* BEG N SECTI ON: Di sk Configuration

*/

/* Physical device configuration

*/
/* TYPE: MPN

* NODE: sn3001- npnO
* PRIVATE | P ADDR: 10.1.124.201
* PRI VATE ETHERNET ADDR: 00.03. 31.02. 46. a9

*/

/* Disk Serial Number:

xdi sk d000425.0 {iounit 1
iopath {ring
unit O;
xdd roota_1 {m nor
xdd usra_2 {m nor
xdd rootb_3 {m nor
xdd usrb_4 {m nor
xdd srca_5 {m nor
xdd srcb_6 {m nor
xdd opt _7 {m nor
xdd tnp_8 {m nor
xdd hone_9 {m nor
xdd swap_10 {m nor
xdd dunp_11 {m nor

}

/* Disk Serial Number:

xdi sk d000425.1 {iounit 1
iopath {ring
unit 1;
xdd swap_12 {m nor
xdd di sk_13 {m nor

}

00; node 042

00; node 042

018935102100 */

sect or
sect or
sect or
sect or
; sector
sect or
sect or
sect or
sect or
; sector
; sector

ol
PO NoO RN E

015496122100 */

12; sect or
13; sect or

channel 05; }

0;l ength
150000; | engt h
550000; | engt h
700000; I engt h

1100000; | engt h
1320000; | engt h
1540000; | engt h
1840000; | engt h
2090000; I engt h
2240000; I engt h
2242634; 1 ength

channel 05; }

0; I ength
997366; | engt h

150000
400000
150000
400000
220000
220000
300000
250000
150000

2634
100000

997366
104634

sectors;}
sectors;}
sectors;}
sectors;}
sectors;}
sectors;}
sectors;}
sectors;}
sectors;}
sectors;}
sectors;}

sectors;}
sectors;}

/* Disk Serial Nunmber: 015640932100 */
xdi sk d000425.2 {iounit 1

iopath {ring 00; node 042; channel 05; }
unit 2;
xdd disk_14 {mnor 14;sector 0;l ength
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}
/* Disk Serial Number: 024100492100 */

xdi sk d000425.3 {iounit 1,
iopath {ring 00; node 042; channel 05; }
unit 3;
xdd di sk_15 {m nor 15; sector 0; I ength
}
/* TYPE: FCN
* NODE: sn3001-fcnO
* PRI VATE | P ADDR: unknown
* PRI VATE ETHERNET ADDR: 00: 40: a6: 80: 05: 2b
*/
/* Disk Serial Nunber: LK030426 */
xdi sk d000410.1 {iounit 1;
iopath {ring 00; node 041; channel 00; }
/* alternate iopath {ring 00; node 041; channel 01;
unit 1;
xdd di sk_16 {m nor 16; sector 0;l ength
}
/* Disk Serial Nunber: LK031251 */
xdi sk d000410.2 {iounit 1;
iopath {ring 00; node 041; channel 00; }
/* alternate iopath {ring 00; node 041; channel 01;
unit 2;
xdd di sk_17 {mnor 17;sector 0; I ength
}
/* Disk Serial Nunber: LKO37116 */
xdi sk d000410.3 {iounit 1;
iopath {ring 00; node 041; channel 00; }
/* alternate iopath {ring 00; node 041; channel 01;

unit 3;
xdd di sk_18 {m nor 18;sector 0;l ength
}
/* Logi cal device configuration
*/
I dd dunp { mnor 1;
xdd dunmp_11;
}

ldd roota { minor 2;
xdd roota_1;

}

ldd usra { mnor 3;
xdd usra_2;

1102000 sectors;}

pol

4902456 sectors;}

yorl

4902456 sectors;}

porl

4902456 sectors;}
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}
ldd rootb { minor 4,

xdd rootb_3;

}

ldd usrb { mnor 5;
xdd usrb_4;

}

ldd srca { mnor 6;
xdd srca_5;

}

ldd srcb { minor 7;
xdd srchb_6;

}

ldd opt { mnor 8;
xdd opt_7;

}

ldd tnmp { mnor 9;
xdd tnp_8;

}

I dd hone { minor 10;
xdd hone_9;

}

ldd swap { minor 11;
xdd swap_10;

xdd swap_12;

}

I dd diskO { minor 12;
xdd di sk_13;

}

I dd di skl { minor 183;
xdd di sk_14;

}

I dd disk2 { minor 14;
xdd di sk_15;

}

I dd di sk3 { minor 15;
xdd di sk_16;

}

I dd di sk4 { m nor 16;
xdd disk_17;

}

I dd disk5 { minor 17;
xdd di sk_18;
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/*
* END SECTI ON: Di sk Configuration
*/
/*
* BEGA N SECTI ON: Speci al System Devi ces
*/
rootdev is |dd roota;
swapdev is | dd swap;
dnpdev is xdd dunp_11;
/*
* END SECTI ON: Speci al System Devi ces
*/
}

/* Network configuration
*/
net work {
/*
* BEG N SECTI ON: Networ k Confi guration
*/
9076 tcp_nnbspace;
0700 hi di r nnde;
0600 hifil enpde;

/* |f ghippi network devices are present in the

* paramfile and you wish to use |ICM5 to nanage
* the paramfile, then there are certain rules

* that you need to followw th regard to the

* ordering of the network devices in the param
* file. The network devices nust be grouped

* together by device type (i.e. ghippi*, gether*,
* gfddi*, gatnr). The ghippi device group nust
* appear first, followed by the other device

* groups. Failure to do this will cause ICMS to
* create mnor device numbers that may not match
* those expected by the kernel.

*/

/* Ethernet Network Devices

*/

gether 0 {

iopath {ring 00; node 042; channel 02; }
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}

/* G gaRi ng Host-to-Host Interfaces

*/

gr 0 {

iopath {ring 00
}

gr 1{

iopath {ring 040;
}

/*

node 025; }

node 025; }

* END SECTI ON: Networ k Configuration

*/

A.2 /etc/config/udb/clusterUDB.conf File

A.2.1 General Directives
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This section contains an example of the default cluster UDB configuration file.
The cluster UDB configuration file contains locally specified defaults and
preferences and the cluster UDB source and update distribution files. By default,
the file is located in / et ¢/ confi g/ udb and is called cl ust er UDB. conf .

Note: All of the cluster UDB administration tools expect the configuration
file to be named cl ust er UDB. conf so it is best not to change the name.

The configuration file should be shared among the cluster nodes with NFS or
some other file sharing mechanism so that there is only one configuration file to
maintain. The recommended way to do this is to place a symbolic link in

/ et c/ confi g/ udb named cl ust er UDB. conf linking to the actual
configuration file.

The default configuration file is set up assuming that the home file systems are
shared among the cluster nodes and the UDB administrator has a special login
named UDBadm n. The home directory contains the directories Col | ect ,
Confi g, Di st, Edi t, and Log. The administrator will be required to alter the
path names as necessary for the local environment.

The configuration file consists of directives containing keywords and
parameters. The directives may be listed in any order.

Syntax rules for the configuration file are as follows:
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= The maximum line length is 255 characters. Backslash continuation is not
supported.

= Blank lines are ignored.

= Comment text begins with the character #. This character, and the
remainder of the line, are discarded.

= Fields are separated by blanks or tabs.

= Keywords are shown in uppercase letters in this description. However, the
capitalization of keywords is optional.

= Each cluster UDB administration tool parses the configuration file using a
parser tailored to its needs. Only keywords of interest to the specific tool are
examined in detail. For this reason each tool may accept or reject a
configuration file independently of the other tools.

General configuration file directives are as follows:

Col | ecti onDi rect ory directory_name

Names the directory where node UDB source files will be
placed by udb_col | ect and where they will be found by
udb_rrer ge.

ConmandDi r ect ory directory_name

Names the directory from which udb_ser ver executes
commands. For security reasons, only commands actually
needed by udb_ser ver should appear in this directory.
Currently, only udbgen, udbsee, and udb_hel per need to be
installed.

Di stributionDirectory directory_name
Names the directory where cluster UDB source files will be

placed by udb_col | ect and where they will be found by
udb_updat e.

Di stributionFil e file_name
Names the prefix of the file name where edited cluster UDB

source files will be written by udb_updat e and where they
will be found by udb_server.
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LogDi r ect ory directory_name

Names the directory where logging and reporting files will be
placed by all the cluster UDB administration tools.

Edi t Di r ect ory directory_name

Names the directory in which to edit user records.

Report Fi | e file_name

Many of the tools use a report file to record information that is
useful in assessing the success of an operation. Unless
overridden by tool options, the released file name is Log in
LogDirectory.

Cl ust er Sour ce file_name

The cluster UDB source file is used by many of the tools.
Unless overridden by tool options, the released merge file name
is Cl ust er Source in Col | ecti onDi rectory.

NodelLi st node0 node1 noden

Lists the names of all the nodes in the cluster. Any number of
space separated names, up to the maximum line length, may
appear. Only nodes named in Nodeli st directives are
managed by the cluster UDB administration tools. If multiple
directives appear, the list of nodes is the concatenation of all the
NodelLi st directives in the file. The names must be sufficiently
qualified to act as network addresses in the local environment.

Changelog file_name

Copies of the change files distributed to the nodes are recorded
in this file. When the entire cluster UDB source is distributed
only a notice that it was done appears in this file. The released
name of this file is ChangelLog in LogDi rectory.

Ti meout seconds

Ti meout is used by the tools that connect to other nodes,
namely udb_col | ect and udb_updat e. If a node fails to
report that a request has completed within the configured time,
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the request is assumed to have failed. The released timeout
value is 90 seconds.

A.2.2 Record Merging Directives

Record merging configuration file directives are as follows:

Exenpt field operator value

Records matching this directive are not checked for compliance
with the uniformity rule. Only one set of parameters may
appear following the Exenpt keyword, but as many Exenpt

directives as needed may appear. The syntax of the parameters
is as follows:

field may take the values name or ui d.
operator may take the values <, ==, >, or ! =

value is an appropriate value. For example, to exempt all UIDs
less than 100, use the following directive: Exenpt uid < 100.
To exempt a record with the user name oper at or, use the
following directive: Exenpt nane == operator.

Uni f or mfield0 field1 fieldn

The fields named with this directive must be uniform in all but
exempt records. Any number of space separated fields, up to
the maximum line length, may appear. The field names from all
Uni f or mdirectives are concatenated into a single list. For
example, to make fields aci ds and gi ds uniform, use the
following directive: Uni f orm aci ds gi ds. The directive

Uni f orm nane ui d is required to be present by udb_rmer ge.

Dr op field, field, ... field

The fields named with this directive will be removed from the
merged cluster UDB source file. Any number of space separated
fields, up to the maximum line length, may appear. The field
names from all Dr op directives are concatenated into a single
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list. For example, to drop fields bat chhost and | ogt i ne, use
the following directive: Dr op bat chhost | ogti ne.

A.2.3 New Record Template Directive

The record creation option of udb_edi t uses the new record template directive,
Newf i el d, to establish default values for all fields in the record. Fields may be
removed from this group if their udbgen defaults are satisfactory. The order of
the field names will be maintained in the new user template record. You may
reorder the list to move fields usually modified to a more convenient location.
The string $USERNANME will be replaced in the new record by the user name
supplied to udb_edi t . The new record template configuration file directive is
as follows:

Newf i el d field1 : valuel: field2 : valuez: fieldn : valuen:

The field names and values from all Newf i el d directives are
concatenated into a single list. Any number of space separated
field name, field value pairs, up to the maximum line length,
may appear. The udbgen source format rules are used to parse
the name/value pairs, making the colon delimiters required.
For example, use the following directive to specify the login
shell as / bi n/ sh: Newfield shell :/bin/sh:.

A.2.4 Default Cluster UDB Configuration File

HoH H R H H OH H H R

H
H

H H H
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The default cluster UDB configuration file is as follows:

USM D @ #) admi n/ udb/ cl ust er UDB. conf 100. 2 03/ 08/ 2000 16:41: 48

Cluster UDB configuration file.
This is the default configuration file. Please do not change this
file without commenting that the file is no | onger as-rel eased.

The standard name for this file is /etc/config/udb/cl usterUDB. conf
The udb_server will not run unless it can open the file under

that name. Nornmally the configuration files are on a shared
filesystemso the entry in /etc/config/udb is a synbolic |ink

to the real file.

Configuration file section for comuands that need to know

t he nanes of the working directories, default file nanmes and the
nanes of the nodes.
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# Directory in which to collect node UDB source files. The

# rel eased nane is /usr/udbAdnin/ Col | ect

Col I ectionDirectory /usr/ udbAdmi n/ Col | ect

#

# Directory fromwhi ch udb_server executes conmands. For security
# reasons only conmands actual |y needed by udb_server shoul d

# appear in this directory. At this time only udbgen, udbsee and
# udb_hel per are needed in this directory.

# The rel eased nanme is /usr/adm udb/ bin.

CommandDi rect ory /usr/ adm udb/ bi n

#

# Directory fromwhich to distribute node UDB source files. The
# rel eased name is /usr/udbAdm n/ Di st

stributionDirectory /usr/ udbAdmi n/ Di st

Di
#
# The cluster UDB source file is used by many of the tools. Unless
# overridden by tool options, the released nmerge file nane is

# ClusterSource in DistributionDirectory.

Cl ust er Sour ce Cl ust er Sour ce

#

#

#

File nane prefix for edited node UDB source files. The
rel eased prefix is Dist to which the tools add yyyymddhhmss
DistributionFile Di st

#

# Directory in which to edit user records. The rel eased nanme

# is /usr/udbAdm n/ Edit

EditDirectory /usr/ udbAdmi n/ Edi t

#

# Directory in which to wite log and report files. The

# rel eased name is /usr/udbAdm n/ Log

LogDi rectory /usr/ udbAdmi n/ Log

#

# Many of the tools use a report file to record information useful
# to assess the success of the operation. Unless overridden by tool
# options, the released prefix is Log in LogDirectory.

ReportFil e Log

#

# Changes applied by udb_update are recorded in the change | og.

# The rel eased nanme is Changelog.

ChangelLog ChangelLog

#i Configuration file section for network information.

#
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The node list is used by the collectors and distributors to know
whi ch nodes to contact. The nanes are al so needed for the node
directives in the cluster UDB source file. The name nust be
sufficiently qualified to be a valid network node nane.

node0. v. com nodel. v. com node2. v. com node3. v. com

Timeout is used by udb_collect and udb_update to detect
unresponsi ve nodes. It nust be set high enough to avoid
fal se alarns. The rel eased default is 90 seconds.

90

Configuration file section for udb_mnerge

This file tells udb_nmerge how to handle its input. Records

may be exenpted fromthe rules by naming their uid or name
fields in an exenption rule. Al records not explicitly nade
exenpt nust follow the rules.

About field nanmes: Use the udbgen nanes for all fields. The user
name has the field name 'nane’ in the exenption rule.

Formats: (Keywords are case insensitive.)
* Exenption rule. These records need not follow the rules
Exenpt uid|create op val ue
op is one of these operators: <, ==, > I=
Exanpl e: To exenpt all U Ds |less than 100-
Exenmpt uid < 100
To exenpt a record naned operator-
Exenpt nane = operator

* Uniformity rule. These fields nust be uniformin all but

exenpt records.

Uniformfn fn fn ...
Any nunber field nanes (fn) may appear on
one or nore 'uniform lines. Al field nanes
are concatenated into a single list.

Exanpl e: Make these fields uniformover the cluster-

Uni f orm nanme uid passwd pwage gids acids dir shell

* Drop rule. These fields will be dropped fromthe nerged
file. Local fields are usually nenbers of this
group.

Drop fn fn fn ...
Any nunber field nanes (fn) may appear on
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one or nore drop lines. Al field names
are concatenated into a single list.
Exanpl e: Drop these fields fromthe cluster UDB-
Drop lastlogtime |logfails | oghost |ogline |ogtinme shusage

H H B H

Exenmpt uid < 100

Exempt nane == MyNane

# name and uid need to be here to make record skip work correctly
Uni f orm name uid

Uni f orm aci ds admi nnax archlimarchnmed coment conparts cpuquota

Uni f orm def conps deflvl dir disabled gids intcat

Uniformjcpulin{b] jcpulinfi] jfilelinib] jfilelinfi]l jmemin{b] jrmeminii]
Uniformjproclin{b] jproclinfi] jsdslin{b] jsdslinfi]

Uni form j shnsegs[b] jshnsegs[i] jshnsize[b] jshmsize[i] jsocbflinb] jsocbflinfi]
Uniformlinflags maxlvl minconps minlvl nice[b] nice[i] parentuid

Uni f orm passwd pcorelin{b] pcorelinfi] pcpulin{b] pcpulinfi] pernbits
Uniformpernits pfdlimt[b] pfdlimt[i] pfilelinb] pfilelinfi]

Uni formprmem in{b] prmeminfi] psdslinib] psdslini]

Uni f orm pwage resgrp root shares shell shflags sitebits trap val cat

Drop bat chhost batchtine cpuquotaused | astlogtime |ogfails |oghost |ogline
Drop | ogti ne shcharge shextinme shusage

# Configuration file section for the new user UDB record.

# The NewFi el d keyword is needed on each line to parse this section.
#

# The defaults should be edited to fit the needs of the site.

#

# Not e:

# "change’ is required . Do not use 'create’ instead!

# "cpasswd’ is used here instead of 'passwd’

# "pwage’ is used for aging information

#

# Fields may be renoved fromthis list if their udbgen defaults
# are satisfactory. The order of this list will be maintained in
# the new user tenplate file. The admi nistrator may reorder the
# list to move fields usually modified in a convenient place.

#

# The string '$USERNAME' will be replaced in the tenplate file by
# the actual user name.

NewFi el d change : $USERNAME: uid : next:

NewFi el d cpasswd : NEW $USERNANME. PASSWORD:

NewFi el d dir

NewFi el d gids ::
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NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
NewFi el d
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pwage :force:
shel | :/bin/sh:

acids ::
adm nmax : 0:
archlim:O0:
archned : 0:
bat chhost

batchtinme :0:

conmment
comparts :0:
cpuquota : 0:

cpuquot aused : O:

def conps : O:
deflvl :0:

di sabl ed :0:
intcat :0:
j cpul i n{ b]
jepulinfi]
jfilelin]b]
jfilelinfil
j ment i nf b]
jmeminfi]
j proclinib]
jproclinfi]
j sdslinfb]
jsdslinfi]
j shnsegs|[ b]
jshnsegs[i]
j shnsi ze[ b]
jshnsize[i]

unlimted:
unlimted:
unlimted:
unlimted:
unlimted:
unlimted:

1 100:
1 100:

: none:
I none:

unlimted:
unlimted:
unlimted:
unlimted:

jsocbflinfb] :unlimted
jsocbflinfi] :unlimted:
i none:
i none:
i none:
: none:
: none:
i none:
i none:
i none:
i none:
i none:
: none:

j tapel i nf b][0]
jtapelinfb][1]
jtapelinfb][2]
j tapel i nfb][3]
j tapel i nfb][4]
j tapel i nf b] [ 5]
j tapel i nfb][ 6]
jtapelinfb][7]
jtapelin{i][0]
jtapelinfi][1]
jtapelinfi][2]
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NewFi el d jtapelinfi][3] :none:
NewFi el d jtapelinfi][4] :none:
NewFi el d jtapelinfi][5] :none:
NewFi el d jtapelinfi][6] :none:
NewFi el d jtapelinfi][7] :none:
NewFi el d lastlogtime :0:

NewFi el d linflags :0:

NewFi el d | oghost

NewFi el d logfails :0:

NewFi el d logline ::

NewFi el d logtime :0:

NewFi el d max| vl :0:

NewFi el d m nconps : 0O:

NewFi el d mnlvl :0:

NewFi el d nice[b] :0:

NewFi el d nicel[i] :0:

NewFi el d parentuid :O0:

NewFi el d pcorelinfb] :unlimted:
NewFi el d pcorelinfi] :unlimted:
NewFi el d pcpulin{b] :unlinted:
NewFi el d pcpulinfi] :unlinmted:
NewFi el d pernmbits :0:

NewFi el d permts :0:

NewFi el d pfdlimt[b] :64:

NewFi el d pfdlimt[i] :64:

NewFi el d pfilelinfb] :unlimted:
NewFi el d pfilelinfi] :unlimted:
NewFi el d premin{b] :unlinited:
NewFi el d premin{i] :unlinmted:
NewFi el d psdslin{b] :none:

NewFi el d psdslin{i] :none:

NewFi el d resgrp :0:

NewFi el d root :0:

NewFi el d shares :0:

NewFi el d shcharge :0:

NewFi el d shextime :0:

NewFi el d shfl ags :0:

NewFi el d shusage : O:

NewFi el d sitebits :0:

NewFi el d trap :0:

NewFi el d val cat :0:
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Building block

See SuperCluster building block.

Capability cluster

A specific workload is spread across multiple nodes with the
use of system functions, usually using a parallel database.

Capacity cluster

Cluster

Management and allocation of resources from across the cluster,
but where each application still runs on one node. (This
includes redundant resources for restarting applications.) The
Cray SV1 series SuperCluster is a capacity cluster.

A collection of multiple machines coupled to each other by
networks or other similar interconnects.

Direct connection

Domain

Configuration in which each mainframe in the Cray SV1 series
SuperCluster is connected to every other mainframe in the
cluster via shared GigaRing channels, with multiple mainframes
on each shared GigaRing.

A domain is specified in the GigaRing topology file. It consists
of the specified mainframes themselves plus the GigaRing
channels and 170 nodes (IONSs) that are connected to only the
specified mainframes. Topology domains enable system-level
SWS operational commands such as boot sys(8) to execute on
the domain of specified mainframes.

/ et c/ confi g/ par amfile

See parameter file.
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/etc/config/rcoptions

Files used to control the startup behavior of each system in the
SuperCluster. This file is controlled by the UNICOS
Installation/Configuration Menu System (ICMS) from various
component parts, which are in turn either generated by ICMS,
or maintained manually by the system administrator.

[ etc/config/udb/cl usterUDB. conf file

Cluster user database (UDB) configuration file that contains
locally specified defaults and preferences and the cluster UDB
source and update distribution files.

[ et c/ shut down. * files
Files executed at various points during system shutdown.

Folding

Ring folding allows concurrent maintenance of GigaRing node
170 controllers to be carried out. By using the di agri ng or
dri ng diagnostic program, the GigaRing channel can be
electronically looped back at the two nodes adjacent to a failed
node or cable to isolate it from the rest of the ring. Once the
loopback is completed, the failed node or cable can be removed
or replaced, after which the GigaRing channel can be unfolded.
The GigaRing channel runs at half bandwidth while it is folded.

GigaRing topology file

An ASCII file consisting of statements that describe the physical
layout of mainframe and 1/0 nodes on one or more GigaRing
channels.

Inter-node GigaRing
Inter-node GigaRing connections are made between two or
more SuperCluster building blocks. The inter-node GigaRing

connection is used to provide common disk and network 1/0
capabilities to the SuperCluster system.

Intra-node GigaRing

Intra-node GigaRing connections are made between the four
Cray SV1 series systems that make up a SuperCluster building
block. The intra-node GigaRing connection is used to provide
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170 node (ION)

Masking

common disk and network 1/0 capabilities to the SuperCluster
system.

The Cray scalable 1/0 (SIO) architecture consists of 1/0 nodes
(IONSs) connected by the high-speed GigaRing channel. These
IONSs connect 1/0 peripherals to the channel to provide various
170 services to system nodes.

Ring masking allows maintenance of a GigaRing channel on a
running system. If one of the two rings fails, the GigaRing
channel can be masked, with communications continuing on the
other ring. When the channel is repaired, it can be unmasked.
To mask a ring, a special value is written programmatically (by
the di agri ng or dri ng program) into a memory-mapped
register (MMR) on each node. This action prevents the nodes
from transmitting packets to the faulty ring. The GigaRing
channel runs at half bandwidth while it is masked.

Matrix connection

MPN

Node

Configuration in which each mainframe in the Cray SV1 series
SuperCluster is connected to some of the mainframes in the
cluster via shared GigaRings. To get to mainframes that are not
on the same shared GigaRing channels, one mainframe from
the shared GigaRing IP forwards the communication to another
GigaRing where the target mainframe resides. This means that
there is at most one IP forwarding of communication between
any two mainframes in the SuperCluster system.

Multi-purpose nodes (MPNs), which provide an interface based
on the SBus standard to support industry-standard 1/0
channels. There is one MPN per mainframe in the Cray SV1
series SuperCluster.

Each processing cabinet within a SuperCluster building block.
Each SuperCluster building block can contain up to eight
nodes. A node is a Cray SV1 series system with 2 to 32 Gbytes
of main memory and 8 to 32 1-Gflops CPUs.
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Options file

Parameter file

An ASCII file consisting of statements that provide site-specific
defaults to the low-level SWS commands (such as the

boot sv1(8) command) that are invoked by the system-level
SWS commands (such as the boot sys(8) command).

The configuration specification language (CSL) parameter file
contains statements that specify hardware and software
characteristics for your system. When the configuration is
activated, a copy of the CSL parameter file is stored in

/ et c/ confi g/ par am Each system in the SuperCluster system
has unique par amfiles to handle the private file systems that
the systems will use

Private GigaRing

SIO

SPN

Each Cray SV1 series system in the SuperCluster system has a
private GigaRing connection that contains at least one 1/0 node
containing the system’s primary and secondary r oot , usr, and
sr c file systems. The private GigaRing connection may contain
additional 1/0 nodes to provide unique disk and network 1/0
capabilities to the single Cray SV1 series system.

The Cray scalable 1/0 (SIO) architecture consists of a system of
170 nodes (IONs) connected by a high-speed system channel
called the GigaRing channel.

Single-purpose nodes (SPNs), which support specific network
interfaces and/or devices.

SuperCluster building block

The minimum hardware configuration for each Cray SV1 series
SuperCluster system, which is a Cray SV1 series—4 system. Each
SuperCluster building block includes the following components:

= System workstation (SWS)
= Four Cray SV1 series mainframes (four processing cabinets)

with two peripheral cabinets
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= Channel connection hardware (module connectors and
cables) to make up to five SIO (scalable 1/0) GigaRing
channels:

— One private GigaRing channel per mainframe, each with
an ION (for a total of four).

— One GigaRing channel per SuperCluster building block
for intra node communication, connected to all four
mainframes with an ION.

The number of additional GigaRing channels accessible from
each fully populated system depends on how many CPUs
are configured in the system, up to a maximum of six
additional GigaRing channel connections per Cray SV1
series system (with 32 CPUs in the system).

Cray SV1 series-8 or larger systems also include one GigaRing
channel per mainframe for inter node communication (for a
total of three). (Note that each mainframe is limited to eight
GigaRing channels.)

System Workstation (SWS)

The system workstation (SWS) for a SuperCluster system is a
Sun workstation running the Solaris operating system.

This workstation serves as the system console for each SIO
device and the Cray SV1 series SuperCluster building block.
The workstation also runs management and maintenance
software for the Cray SV1 series system and SIO devices. This
console is connected via a private Ethernet connection to each
SI10. It is shipped with a DAT tape device for backups.

Topology file

See GigaRing topology file.
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Data Migration Facility (DMF), 10
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diagring program, 64
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E

/etc/config/interfaces file, 45
/etc/config/param file, 35
/etc/config/param file, example, 67
/etc/config/rc.mid file, 50
/etc/config/rc.pre file, 50
/etc/config/re.pst file, 50
/etc/config/rcoptions file, 48
/etc/config/udb/clusterUDB.conf file, 36
/etc/config/udb/clusterUDB.conf file,
example, 73
/etc/gated.conf file, 46
/etc/gr0.arp file, 45
/etc/grl.arp file, 45
/etc/shutdown.* files, 50
/etc/shutdown.mid file, 50
/etc/shutdown.pre script, 51
/etc/shutdown.pst file, 50
/etc/shutdown script, 26

File
Synchronization, 31
File system
Layout, 29
Sharing, 31
Strategies, 30
File system backups and restoration, 60
Folding the GigaRing, 64

G

GigaRing node chip, 11

GigaRing numbering scheme, 14

GigaRing resiliency operations (folding and
masking), 64

GigaRing scalable 1/0 channel, 4

GigaRing topology file, 11

GigaRing/node numbering conventions, 13
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Halting mainframes, 28
haltsys command, 28
Hardware

Components, 2

Minimum configuration, 2
Hardware monitor, 61
$HOME/ .opsrec file, 63
hwmcontrol command, 61, 62
hwmd command, 62

170 nodes (IONs), 4

Inter-node GigaRing, definition, 8
Intra-node GigaRing, definition, 8
Introduction, 1

IP address-to-hardware mapping, 45
IP addressing, 42

levelsys command, 23, 26
Load balancing, 59

Local file systems, 30
logmaint command, 65
Logs, 64

LSF, 10, 59

M
Mainframe

Configuration, 29
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MPI, 52
MPT, 9, 52
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N

Network setup, 39

network, section of param file, 35
NFS/BDS, 51

Node, definition of, 1, 3

NQE, 51, 59

NQE for UNICOS, 9

O

Offline diagnostics, 65

ONC+, 9

Online diagnostics, 61

ops command, 61

ops display, 62

/opt/config/opsrc file, 63
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Options files, 17
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param file, 35

mbufs section, 36

network section, 35
Parameter file, 35

mbufs section, 36

network section, 35
Parameter files, 35
Private GigaRing, definition, 8

R

Resiliency operations, 64
Restoration, file system, 60
Ring folding, 64

Ring masking, 64

route command, 46

Routing within the cluster, 46
Run levels, 23

S

Scheduling, 59
Shared file systems, 31
Shutdown, controlling, 50
Shutting down, 26
Individual mainframes, 27
The SuperCluster, 27
Single-user mode, 21
Software packages, 60
Startup, controlling, 48
State status, 61
stateds command, 61
statesrvd state server daemon, 61
Status of the system, 61
SuperCluster
Building block, definition of, 2
Connections
Inter-node GigaRing, 8
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Intra-node GigaRing, 8
Private GigaRing, 8
Direct connection configuration diagram, 6
Matrix connection configuration diagram, 7
SV1 series Cluster Bundle, 9
SV1 series Cluster Bundle software,
configuring, 51
SWS
Configuration, 11
Executing commands in several SWS
windows, 20
Hardware description, 3, 87
Operations, 19
SWS operations, 19
System configuration file examples, 67

T

TCP/IP network setup, 39
Third-party software packages, 60
TOPOLOGY environment variable, 12
Topology file, 11

Topology file rules, 13

Topology file, example, 12

UDB, 53
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UDB cluster updating tool, 57
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Editing, 55

index file, 56

UDB server, 59
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UDB tools, cluster level, 54
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udb_collect command, 56
udb_edit command, 55
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udb_merge command, 57
udb_server command, 59
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udbgen command, 54
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UNICOS operating system, 8
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