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8 BLOCK TRANSFER ENGINE

The block transfer engine (BLT) is an asynchronous direct memory access
device. The BLT redistributes system data between remote memory and
local memory in either of the PEs in a processing element node. The BL
can create up to 65,536 packets with a 1-word or 4-word body without
interruption from the PE.

This section describes the function and hardware of the BLT.

Functional Description

The BLT initiates four types of data transfer operations: constant stride
read, constant stride write, gather, and scatter. A constant stride read
operation transfers data from fixed increment address locations in remote
memory to fixed increment address locations in local memory. A constant
stride write operation transfers data from fixed increment address
locations in local memory to fixed increment address locations in remote
memory A gather operation transfers data from nonsequential memory
locations in remote memory to fixed increment address locations in local
memory A scatter operation transfers data from fixed increment address
locations in local memory to honsequential memory locations in remote
memory.

The BLT receives initial control information from one of the PEs in a
processing element node and then functions independently from the PEs.
The PEs send control information to the BLT by writing information into
BLT memory-mapped registers.

The following subsections describe the format and use of the
memory-mapped registers (hereafter referred to as registers) that control
the BLT. This information describes how the registers are grouped, the
overall function of the registers, the register addressing, and the register
bit formats.
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The BLT registers are divided into three groups of registers: remote
addressing registers, local addressing registers, and control and status
registers. The following subsections briefly describe each group of
registers.

The BLT uses the remote addressing registers when generating remote
memory addresses. The remote memory addresses are used to generate
information used in the header of request packets. The remote addressing
registers include the following registers:

* Remote index register (BLT_RIR)
* Remote stride register (BLT_RSR)
* Index vector register (BLT_IVR)

*  \ector length register (BLT_VLR)
* Remote mask register (BLT_RMR)
* Remote base register (BLT_RBR)
* Remote limit register (BLT_RLR)

The BLT uses the local addressing registers when generating local
memory addresses. The local memory addresses may also be used to
generate information used in the header of request packets. The local
addressing registers include the following registers:

* Local address register (BLT_LAR)
* Local stride register (BLT_LSR)

The PEs use the control and status registers to control the BLT and check
the progress of a block transfer. The control and status registers include
the following registers:

e  Control register (BLT_CR)
e  Status register (BLT_SR)

Cray Research Proprietary CMM-0602-0A0
Volume 2 of 2



CRAY T3D Hardware Reference Manual

BLT Register Functions
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The BLT uses the registers to perform three functions: remote address
generation, local address generation, and status generation.

Remote Address Generation

Remote addressing circuitry in the BLT generates information that is
placed in request packet headers and is used to reference remote memory.
Figure 8-1 shows the functional blocks of remote address generation.

Remote Index

PE Local Memory

Remote Index
(Gather or Scatter)

I Address Offset

/

Remote Stride

Index Vector

Y

Vector Length

Control Register

Add &
Decrement
Remote Mask
Constant Stride Only I
Y /
Centrifuge
Remote Base
[ Index Offset PE Number PE Node Mask
|
PE PE Range Error
Add Range
Remote Limit Check
[ Address Offset
Al
Limit Offset Range Error
Check -
Address Offset PE Number

CMM-0602-0A0
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To Network Interface

Figure 8-1. Remote Address Generation
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Remote Index Generation

The first step performed by the BLT during remote address generation is
the generation of the remote index. The remote index is a memory
address that contains a PE number and an index offset in a software
defined bit format. The remote index is incremented during a constant
stride read or write operation and held constant during a scatter or gather
operation. Figure 8-2 shows the functional blocks of the remote index

generation.
PE Local Memory
Remote Index
(Gather or Scatter) Address Offset
Y
»| Remote Index Remote Stride Index Vector

Y Vector Length

Add &

Decrement

Constant Stride Only

Y
Remote Index to Centrifuge

Figure 8-2. Remote Index Generation

Before a constant stride read or write operation, the PE that is using the
BLT loads information into the BLT remote addressing registers. These
registers include the remote index register, the remote stride register, and
the vector length register.

Initially, the remote index register is loaded with the first remote index

that will be converted into a remote address. The remote stride is loaded
with a value that the BLT repeatedly adds to the remote index to generate
successive remote indexes. The vector length register is loaded with a
value equal to the total number of request packets the PE is requesting the
BLT to generate. If the vector length register is set to 0, tHeg@herates

the maximum number of packets (65,536).
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During the constant stride operation, the BLT reads the first remote index
from the remote index register and sends the remote index to the
centrifuge. When reading the first remote index, the remote stride register
is disabled and its value is 0. As the BLT sends the first remote index to
the centrifuge, it decrements the vector length register.

The BLT then adds the remote stride to the first remote index. This value
is the second remote index value. As the BLT sends the second remote
index value to the centrifuge, it decrements the vector length register

The BLT then adds the remote stride to the second remote index. This
sum is the third remote index value. As the BLT sends the third remote
index value to the centrifuge, it decrements the vector length regigter
BLT continues this process until the value of the vector length register is
0.

During a scatter or gather operation, the remote index value is routed
through the remote stride register and the feedback to the remote index
register is disabled. Before loading the BLT registers with information,
the PE loads contiguous 64-bit local memory locations with remote
indexes. Each memory location contains one remote index.

Before starting the scatter or gather operation, the PE loads the index
vector register with a 24-bit address offset that points to the first remote
index stored in local memory. The 24-bit address offset is equivalent to
bits 3 through 26 of a byte-oriented partial physical address generated by a
microprocessor. During the scatter or gather operation, the BLT reads the
value of the index vector register and retrieves four remote indexes from
local memory. (These four remote indexes are addressed by bits 2 through
23 of the index vector register.) After reading the contents of the index
vector register, the BLT automatically increments the value of the index
vector register by four.

Each remote index read from local memory is added to the remote index
register. Because of this characteristic, the value of the remote index
register can be zero or can be used as a base value for remote indexes. As
the sum of the remote index and the value of the remote index register is
sent to the centrifuge, the BLT decrements the value of the vector length
register.

The BLT then reads the value of the index vector register again and
retrieves the second set of four remote indexes from local merAéler
reading the contents of the index vector register, the BLT automatically
increments the value of the index vector register by four.
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Each remote index in the second set of 4 remote indexes is also added to
the value stored in the remote index register. As the sum of the remote
index and the value of the remote index register is sent to the centrifuge,
the BLT decrements the value of the vector length register. The BLT
continues to read the remote indexes from local memory until the value of
the vector length register is zero.

Because the BLreads remote indexes from local memory four remote
indexes at a time (cache-line size), the first remote index stored in

memory must be cache-line aligned (bits 0 through 4 of the address set to
0). The last remote index stored in memory does not have to be cache-line
aligned.

After receiving the remote index, the centrifuge separates the remote
index into a PE number and an index offset. Figure 8-3 shows the
functional blocks of the centrifuge.

Remote Index Remote Mask

| —

Centrifuge

Index Offset PE Number

' |

Figure 8-3. Centrifuge Functional Blocks

The PE number is either a logical PE number or a virtual PE number
When the BI transfers information for the operating system, th& BL
interprets the PE number as a logical PE number. When the BLT transfers
information for a user, the BLT interprets the PE number as a virtual PE
number.

Before a transfer begins, the PE sets a bit in the BLT control register that
indicates whether the PE number should be interpreted as a virtual or
logical PE number. When the BLT interprets the PE number as a virtual
PE number, the BLT sends the virtual PE number through the
virtual-to-logical translation circuitry before the PE number is used in a
request packet. When the BLT interprets the PE number as a logical PE
number, no translation of the PE number takes place.
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The index offset is a word-oriented address offset in remote memory with
respect to a base address offset. The BLT adds the index offset to a
remote base offset before using the information in a request packet header.

Software defines the bit positions of the PE number and indisat @f the
remote index. This process gives a programmer the ability to redistribute
system data in almost any type of simple or complex pattern.

As a simple example, the following paragraphs describe a remote index
that contains 5 bits; 2 of the bits are assigned to the PE number, and 3 of
the bits are assigned to the index offset. This example demonstrates the
generation of remote indexes during a constant stride read or write
operation. In this operation, the remote stride is set to 1. Also, the first
remote index is set to 0.

Table 8-1 shows three examples of how the bits of the remote index may
be defined. As the remote index increments sequentially from 0 to 31,
each of the formats increments through PE numbers and infdexsof
differently.

In the first format, the 2 most significant bits of the remote index are
assigned as the PE number. As the remote index increments from O to 7,
the index ofset increments from 0 to 7 in PE number 0. As the remote
index increments from 8 to 17, the index offset increments from 0 to 7 in
PE number 1. In this format, all of the indeksets increment from 0 to 7
before the PE number increments.

In the second format, the 2 least significant bits of the remote index are
assigned as the PE number. As the remote index increments from O to 3,
the PE number increments from 0 to 3 and the indisetis 0. As the

remote index increments from 4 to 7, the PE number increments from 0 to
3 and the index &det is 1. In this format, all of the PE numbers increment
from O to 3 before the index offset increments.

In the third format, bits 1 through 3 of the remote index are assigned as the
PE number As the remote index increments from 0 to 31, the PE number
and index dket increment in a set pattern. In this format, all of the PE
number and index offset combinations are incremented through but are not
incremented through sequentially.

In the CRAY T3D system, the remote index is actually a 36-bit value; 12

of the bits are assigned to the PE number, and 24 of the bits are assigned
to the index offset.
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The centrifuge uses the remote mask register to determine which bits of
the remote index are PE number bits and which bits of the remote index
are index offset bits. Before the transfer begins, the PE loads the remote
mask register with the appropriate values.

Table 8-1. Remote Index Format Examples

Remote Index Bit Formats
Bits 4, 3 = PE Number Bits 1, 0 = PE Number Bits 3, 1 = PE Number
Bits 2, 1, 0 = Index Offset Bits 4, 3, 2 = Index Offset Bits 4, 2, 0 = Index Offset
Remote
Index Bits
4 through 0 | PE Number | Index Offset | PE Number | Index Offset | PE Number | Index Offset
00000 0 0 0 0 0 0
00001 0 1 1 0 0 1
00010 0 2 2 0 1 0
00011 0 3 3 0 1 1
00100 0 4 0 1 0 2
00101 0 5 1 1 0 3
00110 0 6 2 1 1 2
00111 0 7 3 1 1 3
01000 1 0 0 2 2 0
01001 1 1 1 2 2 1
01010 1 2 2 2 3 0
01011 1 3 3 2 3 1
01100 1 4 0 3 2 2
01101 1 5 1 3 2 3
01110 1 6 2 3 3 2
01111 1 7 3 3 3 3
10000 2 0 0 4 0 4
10001 2 1 1 4 0 5
10010 2 2 2 4 1 4
10011 2 3 3 4 1 5
10100 2 4 0 5 0 6
8-8 Cray Research Proprietary CMM-0602-0A0
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Table 8-1. Remote Index Format Examples (continued)

Remote
Index Bits
4 through O

Remote Index Bit Formats

Bits 4, 3 = PE Number Bits 1, 0 = PE Number Bits 3, 1 = PE Number
Bits 2, 1, 0 = Index Offset Bits 4, 3, 2 = Index Offset Bits 4, 2, 0 = Index Offset

PE Nu

mber | Index Offset | PE Number | Index Offset | PE Number | Index Offset

10101

o

10110

10111

11000

11001

11010

11011

11100

11101

11110

11111
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Nl NN N OO O O] a] O1
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The remote mask is a 36-bit number. If a bit of the remote mask is set to
1, the corresponding bit of the remote index is assigned to the PE number
If a bit of the remote mask is set to 0, the corresponding bit of the remote
index is assigned to the index offset.

Twelve bits of the remote mask register must be set to 1 to define the
centrifuge output. Hardware in the BLT does not check the value of the
remote mask register to ensure that 12 bits are set to 1.

Figure 8-4 illustrates the separation of the remote index into the PE

number and index offset. The numbers shown in Figure 8-4 were
arbitrarily chosen for this example.
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211 20
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Figure 8-4. Separation of Remote Index into PE Number and IndéseOf
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Address Offset Generation

After the centrifuge separates the index offset, the BLT converts the index
offset into a word-oriented address offset. Figure 8-5 shows the functional
blocks of the address offset generation.

Remote Base
[ Index Offset

Remote Limit
[ Address Offset

Yy

Limit Offset Range Error
Check -

Address Offset

l

To Network Interface

Figure 8-5. Address Offset Generation

To convert the index offset into an address offset, the BLT adds the
contents of the remote base register to the index offset. The remote base
register contains the starting word-oriented address offset of a remote data
structure.

The BLT sends the address offset to the network interface for use in a
request packet header. Before sending the address offset to the network
interface, the BLT checks the value of the address offset.

The BLT checks the value of the address offset by comparing it to the
value of the remote limit register. If the value of the address offset is
greater than the value of the remote limit register, an offset range error
occurs. More information on the offset range error is provided in
“Register Mapping” in this section.
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PE Range Check

After the centrifuge obtains the PE number, the BLT sends the PE number
to the network interface. If the BLT interprets the PE number as a virtual
PE number, the BLT checks the value of the virtual PE number.

Figure 8-6 shows the functional blocks of checking the virtual PE number

Control Register

PE Number PE Node Mask

Yy

PE Range Error
PE Range >

Check

PE Number

l

To Network Interface

Figure 8-6. Virtual PE Number Range Check

To check the value of the virtual PE number, the BLT reads the PE node
mask from the control register and compares this to the virtual node
number The virtual node number is the same as the virtual PE number
minus the least significant bit of the virtual PE number. The PE node
mask is an 1-bit number that contains a contiguous, right-justified field
of O's that indicate the size of a partition.

For example, Figure 8-7 shows the PE node mask for a 32-node patrtition.
If the generated virtual node number is greater than 31, a PE range error
occurs. (More information on the PE range error is provided in “Register
Mapping” later in this section.) After checking the virtual PE nuriber

BLT sends the virtual PE number to the network interface where it is
converted into a logical PE number and used in a request packet header
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PE Range Error

210 20 210 t 20
Legal Virtual lllegal Virtual
0 0] 0|1]1(1|0]|0 Node Number 0] 0ojofof0Of1]j1]1|1|0f|0 Node Number
YYVYVYVY YYVYVY
PE Node PE Node
1 1100000Mask 11111100000Mask
210 20 210 20

Figure 8-7. PE Node Mask for a 32-node Partition

If the BLT interprets the PE number as a logical PE number, the BLT sitill
compares the logical PE number to the PE node range mask in the control
register. Because of this characteristic, the value of the PE node mask
should be set to all 0’s when operating the BLT in logical mode. The BLT
then sends the logical PE number directly to the network interface for use

in a request packet header. The BLT does not send the PE number through
the virtual channel to logical conversion circuitry.

Outstanding Request Counter

CMM-0602-0A0
Volume 2 of 2

Each time the BLT sends a request packet to a PE, the BLT increments a
counter. This counter, the outstanding request counter, contains the
number of request packets generated by the BLT that have not received
responses.

The BLT contains two outstanding request counters, one for each PE in
the processing element node. The counters operate independently and
keep track of the number of request packets generated for each individual
PE that has not received responses.

When the support circuitry in a processing element node receives a BLT
response packet, the support circuitry signals the BLT that a response
packet has arrived. After examining the response packet information, the
BLT decrements the value of the appropriate outstanding request counter
When the value of the outstanding request counter reaches 0, a response
packet has been received for every request packet the BLT generated.
When this occurs, the block transfer operation for that PE is complete.

When enabled, the BLT sends a hardware interrupt to the PE to signal the
PE that the transfer is complete. More information on thE &rdware
interrupt is provided in “Register Mapping” in this section and in Section
10, “Control and Status.”
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The outstanding request counter can be run in two modes. In the first
mode, the BLT stalls when the request counter reaches 256 and does not
continue until the outstanding request counter decrements. In the second
mode, the BLT stalls when the outstanding request counter reaches 32 and
does not continue until the counter decrements.

The outstanding request counter can be reset only by writing a code into
the status register. The reset counter operation resets only the outstanding
request counter associated with the PE that initiated the reset code. More
information on resetting the counter is provided in “Register Mapping”

later in this section.

Local Address Generation

8-14

Local addressing circuitry in the BLT may also generate information used
in the header of request packets (packet type 2). Figure 8-8 shows the
functional blocks of local address generation.

»| Local Address Local Stride

Add

Address Offset

Y
To Support Circuitry

Figure 8-8. Local Address Generation

The BLT generates local addresses when the BLT is creating request
packets. The BLT creates information for write request packets during a
constant stride write or a scatter operation. The BLT creates information

for read request packets during a constant stride read or a gather operation.

When the BLT creates information for write request packets, the BLT first
reads the value of the local address register. This value is a word-oriented
address d$et in local memory where write data for a remote PE is stored.
After retrieving 1 or 4 words of data from local memdhe BLT sends

the data to the network interface for use in the body of aviaiite request
packet.

Cray Research Proprietary CMM-0602-0A0
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The BLT then adds the local stride to the first local address offset. The
local stride is a value that the BLT repeatedly adds to the local address
offset to generate successive address offsets. During single-word BLT
transfers, the local stride may be set to one. During cache-line size
(hereafter referred to as a block) unit stride BLT transfers, the local stride
must be set to a multiple of four.

The sum of the first local address offset and local stride is the second
address d$et in local memory where write data for a remote PE is stored.
After retrieving 1 or 4 words of data from local memdhe BLT uses the
data in the body of another write request packet. The BLT continues to
use the local addressing circuitry to retrieve data from local memory until
the BLT has generated all of the write request packets.

When the BLT creates read request packets, the BLT reads a value stored
in the local address register. This value is a word-oriented address offset
in local memory where read data from a remote PE will be stored. The
BLT uses this address offset in the header of a type 2 read request packet.
When a remote PE receives the read request packet, the remote PE uses
this address offset in the header of a read response packet.

The BLT then adds the local stride to the first address offset. This sum is

the second address offset in local memory where read data from a remote
PE will be stored. The BLT uses this second address offset in the header
of another read request packet.

During single-word BLT transfers, the value of the local stride may be
one. During cache-line size unit stride BLT transfers, the value of the
local stride must be a multiple of four.

The BLT continues to read address offsets from memory until the BLT has
generated all of the read request packets.
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Control and Status Information

The PEs in a processing element node control and monitor the BLT by
using the BLT control and status registers. The BLT contains one control
register and two status registers (one for each PE in a processing element
node). These registers control and contain information on the BL

interrupt bits, the BLT error bits, the vector length register, the outstanding
request counter, and the block transfer parameters.

There are 3 BLT interrupt bits. These bits indicate when the BLT is free
and ready to accept information for another trangfielicate when a

transfer is complete, and indicate whether a BLT error occurred. If any of
these bits are set to 1, the BLT sets the BLT hardware interrupt to the
appropriate PE in a processing element node.

There are also 3 BLT error bits that signal the BLT when an error occurs.
These errors include the offset range error, PE range error, and index
memory error. As described in the “Address Offset Generation”
subsection, the offset range error indicates the address offset is larger than
the remote limit. The PE range error indicates the PE numbegés lar

than the PE node mask in the BLT control register. The index memory
error indicates whether a single- or double-bit error was detected when the
BLT read a remote index value from local memory. If any of the three
errors occur, circuitry in the BLT sets the BLT error interrupt bit. More
information on the BLT error interrupt bit is provided in “Register

Mapping” later in this section.

If an error occurs during a transfer, the PE can read the value of the vector
length register using the status register. This value indicates how far the
transfer progressed before encountering an error.

If an error occurs during a transfer, the outstanding request counter may
have to be reset. The PE resets the appropriate outstanding request
counter using the BLT status register.

Before initiating a transfer, the PE writes the final transfer parameters into
the control register. As soon as the PE writes the final transfer parameters
into the control register, the transfer begins. These parameters include the
type of transfer operation, the size of the body of the packets, the PE
number portion of the remote index (virtual or logical PE number), and

the size of the user partition (PE range mask).

8-16 Cray Research Proprietary CMM-0602-0A0
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Register Mapping

The following subsections describe the addressing and bit assignments for
the registers used by the BLT in the CRAY T3D system. Each subsection
also provides a brief summary of the function of the register

Table 8-2 provides a summary of the BLT registers and also lists the

partial physical address of each register as it appears on the address pins
of the microprocessor.

Table 8-2. BLT Registers

Address Register Direction Description
Name

1060000014 BLT _RIR Write Remote index register
1061000014 BLT_RSR Write Remote stride register
1064000016 BLT_VLR Write or read Vector length register
1068000016 BLT_IVR Write Index vector register
1065000016 BLT_RMR | Write Remote mask register
1066000016 BLT_RBR Write Remote base register
106700001 ¢ BLT_RLR Write Remote limit register
1062000016 BLT_LAR Write Local address register
1063000016 BLT_LSR Write Local stride register
106900001 ¢ BLT_CR Write Control register
1041400046 BLT_SR Read or write Status register

The BLT_VLR may be read using the BLT_SR.

NOTE: Because of multiplexed data paths, when one PE in a processing
element node is modifying the contents of the BLT registers, the
other PE in the node must not attempt to modify any of the
shared registers at the same time. The shared registers include
the X_WHOAMI, LPE_XLATE, ROUTE_LO, ROUTE_HI,
NET_ENA, NET_PFM, NODE_CSR, and BLT registers.

Because software defines the virtual address, the addresses for each of the
registers are given according to the partial physical address as it appears
on the pins of the microprocessor.

CMM-0602-0A0 Cray Research Proprietary 8-17
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Remote Index Register
Address 10600000 14

The remote index register (BLT_RIR) is a 36-bit, write-only,
system-privileged register that contains the remote index. The remote
index is a remote address that points to an aligned 64-bit word in memory
Byte address bits 0 through 2 are not represented in the remote index.
Figure 8-9 shows the bit assignments for the BLT_RIR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 0 0 0 0 0

. 228| 227| 226| 225| 224| 223| 222| 221 220] 219 218| 217| 216| 215 214 | 213| 212| 11| 210 [ 29[ 28] 27| 26| 25| 24| 23 | 22| 21| 20
Binary

Il x| x| x| x]|x|1]12]O0f0L0]O0] O x|x|x]x X| x [ x |x| x| x| x]x|x|x]x| x

NOTE: x = Don'’t Care

Figure 8-9. Remote Index Register Address Bit Format

The remote index contains a PE number and an index offset in a software
defined bit format. The remote index must have 12 bits assigned to the PE
number and 24 bits assigned to the index offset. Table 8-3 shows an
example of a remote index in the BLT_RIR. The remote mask register
defines the bit positions of the PE number and index offset.

The PE number is either a virtual PE number or a logical PE nhumber
When transferring data for the operating system, the BLT interprets the PE
number as a logical PE number. When transferring data for a user
program, the BT interprets the PE number as a virtual PE number

The index offset is a word-oriented address offset with respect to a remote
base address. The BLT adds the index offset to the remote base address to
obtain the address offset for a remote address.

During a constant stride read or write operation, the BLT repeatedly adds
the value of the remote stride to the remote index in the BLT_RIR to
generate successive remote indexes. The first remote index is the value
stored in the BLT_RIR. The second remote index is the value stored in
the BLT_RIR plus the value of the remote stride. The BLT repeats this
process until all the remote indexes have been generated.

During a gather or scatter operation, the BLT adds the value of a remote
index read from local memory to the BLT_RIR (and the value of the
BLT_RIR is held constant). Because of this characteristic, the BLT_RIR
may be set to 0 or may be used as a base value during a gather or scatter
operation.

8-18 Cray Research Proprietary CMM-0602-0A0
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Table 8-3. BLT_RIR

Block Transfer Engine

Bits Description
0 Bit O of the PE number
1 Bit O of the index offset
2 Bit 1 of the index offset
3 Bit 2 of the index offset
4 Bit 1 of the PE number
5 Bit 2 of the PE number
6 Bit 3 of the index offset
7 Bit 4 of the index offset
8 Bit 5 of the index offset
9 Bit 6 of the index offset
10 Bit 3 of the PE number
11 Bit 4 of the PE number
12 Bit 5 of the PE number
13 Bit 6 of the PE number
14 Bit 7 of the index offset
15 Bit 8 of the index offset
16 Bit 9 of the index offset
17 Bit 7 of the PE number
18 Bit 8 of the PE number
19 Bit 9 of the PE number
20 Bit 10 of the index offset
21 Bit 11 of the index offset
22 Bit 12 of the index offset
23 Bit 10 of the PE number
24 Bit 11 of the PE number
25 Bit 13 of the index offset
26 Bit 14 of the index offset
27 Bit 15 of the index offset
28 Bit 16 of the index offset

Cray Research Proprietary
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Table 8-3. BLT_RIR (continued)

Bits Description

29 Bit 17 of the index offset
30 Bit 18 of the index offset
31 Bit 19 of the index offset
32 Bit 20 of the index offset
33 Bit 21 of the index offset
34 Bit 22 of the index offset
35 Bit 23 of the index offset

63 — 36 Not used
8-20 Cray Research Proprietary CMM-0602-0A0
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Remote Stride Register
Address 10610000 14

The remote stride register (BLT_RSR) is a 36-bit, write-only,
system-privileged register that contains the remote stride. The remote
stride is a value that the BLT repeatedly adds to the remote index to
generate successive remote indexes during a constant stride read or
constant stride write operation.

Figure 8-10 shows the bit assignments for the BLT _RSR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 1 0 0 0 0

Bi 228| 227| 226| 225 224| 223| 222| 221 220] 219 218| 217| 216| 215| 214 | 213| 512| 11| 210 [ 29[ 28] 27| 26| 25| 24| 23 | 22| 21| 20
Inary

1 x| x| x| x|x |21 00 O] O 2| x| x| x|x | x| x [x]|x] x|x]|x|x]|x]|x]|x]|] x

NOTE: x = Don’t Care

Figure 8-10. BLT_RSR Address Bit Assignments

The remote stride represents a stride by 64-bit data words. Byte address
bits O through 2 are not represented in the remote stride. Table 8-4 shows
the bit format of the BLT_RSR.

Table 8-4. BLT RSR Bit Format

Bits Description
35-0 Contains the remote stride
63 — 36 Not used

When the BI performs a block unit stride operation, restrictions apply to
the value of the BLT_RSR. More information on the restrictions is
provided in the description of the enable large packet size bit in “Control
Register” later in this section.

CMM-0602-0A0 Cray Research Proprietary 8-21
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Vector Length Register
Address 10640000 14

The vector length register (BLT_VLR) is a 16-bit, write-only,
system-privileged register that contains the vector length. The vector
length indicates how many request packets the BLT generates. When the
value of the vector length register is set to 0, the BLT generates the
maximum number of packets (65,536).

Figure 8-11 shows the bit assignments for the BLT_VLR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 4 0 0 0 0

Bi 228| 227| 226| 225 224| 223| 222| 221 220] 219 218| 217| 216| 215| 214 | 213| 512| 11| 210 [ 29[ 28] 27| 26| 25| 24| 23 | 22| 21| 20
Inary

1 x| x| x| x x| 2121010 1]0| O x| x| x|x|x|x [x]|x]|] x|x]x]|x]|x]|x]|x]|] x

NOTE: x = Don’'t Care

Figure 8-11. BLT_VLR Address Bit Assignments

The BLT decrements the vector length register each time it creates a
request packet. When the vector length is O, the block transfer is
complete.

If an error occurs during a transfer, the PE that requested the transfer can
indirectly read the value of the BLT_VLR to determine when the error
occurred. A constant correction value may need to be added to the
BLT_VLR contents after an error to compensate for the number of
pipeline stages in the BLT between the vector length counter and the limit
address checking circuits. More information on reading the value of the
BLT_VLR is provided in “Status Register” later in this section.

Table 8-5 shows the bit format of the BLT_VLR.

Table 8-5. BLT_ VLR Bit Format

Bits Description
15-0 Bits 15 — 0 contain the vector length
63— 16 Not used
8-22 Cray Research Proprietary CMM-0602-0A0
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Index Vector Register
Address 10680000 14

The index vector register (BLT_IVR) is a 24-bit, write-only,
system-privileged register that contains the index vector. The index vector
is a word-oriented address offset that points to a 64-bit word in local
memory where a remote index is stored. The BLT uses the remote index
when creating information for the header of a request packet during a
gather or scatter operation.

Figure 8-12 shows the bit assignments for the BLT _IVR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 8 0 0 0 0
Bi 228| 227| 226| 225 224| 23| 222| 221| 220] 219 218| 217| 216| 215 214 | 213| 912| 11| 210 [ 29[ 28| 27| 26| 25| 24| 23 | 22| 21| 20
Inary

T x| x| x| x| x| 2120 120 O] Of x| x| x| x| x| x [x|x]|]x|x|x]x]|x]x]|x| x

NOTE: x =Don't Care

CMM-0602-0A0
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Figure 8-12. BLT_IVR Address Bit Assignment

Software must check the value of the index vector to ensure that it
represents a valid local address offset. Software must also ensure that the
user has read permission for the contiguous local memory locations,
starting at the first index vector and ending with the last index vetto

value of the last index vector is calculated using the following equation:

First Index Vector + Vector Length — 1

The BLT reads remote indexes from local memory in cache-line-size
blocks (4 remote indexes at a time). Because of this characteristic, the
first index vector stored in the BLT_IVR must be cache-line aligned (bits

0 through 4 of the partial physical address set to 0). The last index vector
does not need to be cache-line aligned.
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Address 10650000 14

CRAY T3D Hardware Reference Manual

Table 8-6 shows the bit format of the BLT_IVR.

Table 8-6. BLT IVR Bit Format

Bits Description
23-0 Contains the index vector
63-24 Not used

NOTE: During a scatter or gather operation, the remote indexes can
conflict with updating the shared registers. The shared registers
include the X_WHOAMI, LPE_XLATE, ROUTE_LO,
ROUTE_HI, NET_ENA, NET_PFM, NODE_CSR, and BL
registers.

The remote mask register (BLT_RMR) is a 36-bit, write-only,
system-privileged register that contains the remote mask. The remote
mask contains 12 bits that are set to 1 to indicate that the corresponding
bits of the remote index are used for the PE number. The BLT _RMR also
contains 24 bits set to O to indicate that the corresponding bits of the
remote index are used for the index offset.

Figure 8-13 shows the bit assignments for the BLT_RMR address as they
appear on the address pins of the microprocessor.

HEX | 1

28[ 527
Binary 212

11 x

226

X

224

X

223 222| 921] 220| 219] 218 217| 216]| 215]| 214 | 213| 212| 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20

X |22 0]0f 2] O] 1| x| x| x| x| x| x [x]|x|x|x|x]x]|x]|x]x]| x

NOTE: x = Don'’t Care

8-24

Figure 8-13. BLT_RMR Address Bit Assignments

The remote mask placed in the BLT _RMR must have exactly 12 bits set to
1 or the centrifuge in the BLT will not operate correctly. Hardware in the
BLT does not check to see if there are 12 bits setto 1 in the BLT_RMR.
Figure 8-14 shows an example of a remote mask bit format.

Cray Research Proprietary CMM-0602-0A0
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111 1|1 0] O PE Number

A

235 20

olofo|of1]|1|{o|ofo|1|z|2|o]|1|0|ofo|0of0|o|0|0f2|0f2|0f0|0|O|O|2|1]|2[2]0 ,\Rﬂzg‘fte

o

235 20
Remote
o[ o|o|o|of1f1f1]|1]|2]|1|[2|1]|o0]|0|0fof0fo0]O0|o0|o0f1f2f1]|1|0f0|0|0]|1|12|0]0|L[0| |ndex
ofololo|1]1]1]|1|0]|0]0]o|o|lo|lofof1/1|0]0]|0]0|1]0 '”gex
Offset A-11665
Figure 8-14. BLT_RMR Bit Format
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Remote Base Register
Address 10660000 14

The remote base register (BLT_RBR) is a 24-bit, write-only,
system-privileged register that contains the remote base. The remote base
is the starting word-oriented address offset of a remote data structure that
will be transferred by the BLT.

Figure 8-15 shows the bit assignments for the BLT_RBR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 6 0 0 0 0

. 228| 227| 226| 225| 224 223 222| 221| 220] 219| 218| 217| 216| 215] 214 | 213| 212] 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20
Binary

Tl x| x| x| x| x |22 O0]O0|2] 2]0| x| XxX|[x]x|x|x [x]|x]|]x|x|x]|x|x]x]x]|x

NOTE: x = Don'’t Care

Figure 8-15. BLT_RBR Address Bit Assignments

The address offset for a remote address generated by the BLT is equal to
the remote base plus the index offset. The centrifuge in the BLT separates
the remote index into the index offset and PE number.

Software must ensure that correct ownership and access permission exists
for the remote memory referenced by the value in the BRBR.

When the BI performs a block unit stride operation, restrictions apply to
the value of the BLT_RBR. More information on the restrictions is
provided in the description of the enable large packet size bit in “Control
Register” later in this section.

Table 8-7 shows the bit format of the BLT_RBR.

Table 8-7. BLT_RBR Bit Format

Bits Description
23-0 Contains the remote base
63-24 Not used
8-26 Cray Research Proprietary CMM-0602-0A0
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Remote Limit Register
Address 10670000 14

Block Transfer Engine

The remote limit register (BLT_RLR) is a 24-bit, write-only,
system-privileged register that contains the remote limit. The remote limit
is the maximum remote word-oriented address offset that a user can

access.

Figure 8-16 shows the bit assignments for the BLT_RLR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 7

. 228 227 226 225 224 223 222 221 220 219 218 217
Binary
1]l x| x| x|x|x|{1]1]0f0112] 1

216

215

2141 913| 212| 211| 210 | 29| 28| 27

25

24

23

22

21] 20

NOTE: x = Don'’t Care

Figure 8-16. BLT _RLR Address Bit Assignments

The BLT compares the contents of the BLT_RLR to each address offset

that is generated during a transfer. The address offset must be less than or

equal to the value in the BLT_RLR or an address range error occurs.

When an address range error occurs, the BLT operation is aborted. The
address offset that is out-of-range is not used in a request packet and a
BLT hardware interrupt is sent to the PE that requested the traNkies

information on the BLT errors is provided in “Status Register” later in this

section.

Table 8-8 shows the bit format of the BLT_RLR.

Table 8-8. BLT_RLR Bit Format

Bits

Description

23-0

Contains the remote limit

63 -24

Not used

CMM-0602-0A0
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Local Address Register
Address 10620000 14

The local address register (BLT_LAR) is a 24-bit, write-only,
system-privileged register that contains the local address. The local
address is either the word-oriented address in local memory where data for
a BLT write request pack resides or the address in local memory where
data from a BLT read response packet will be placed.

Figure 8-17 shows the bit assignments for the BLT_LAR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 2 0 0 0 0

Bi 228| 227| 226| 225 224| 223| 222| 221 220] 219 218| 217| 216| 215| 214 | 213| 512| 11| 210 [ 29[ 28] 27| 26| 25| 24| 23 | 22| 21| 20
Inary

1 x| x| x| x|x|2]120f 00| 2] O x| x| x| X X[ x |IX x| x| x| x| x| x|x|x]| x

NOTE: x = Don’t Care

Figure 8-17. BLT_LAR Address Bit Assignments

Software must guarantee that the user has the appropriate read or write
permission for the contiguous local memory block, starting at the address
pointed to by the BLT _LAR and ending at the physical address
represented by the following equation:

Local Base Address + (Local Stride * (Vector Length — 1)).
The BLT_LAR acts as the local address adder during a transfer operation.
The BLT increments the value of the BLT_LAR by the local stride for

each request packet the BLT generates. Table 8-9 shows the bit format of
the BLT_LAR.

Table 8-9. BLT_LAR Bit Format

Bits Description
23-0 Contains the local address
63-24 Not used

When the BI performs a block unit stride operation, restrictions apply to
the value of the BLT_LAR. More information on the restrictions is
provided in the description of the enable large packet size bit in “Control
Register” later in this section.

8-28 Cray Research Proprietary CMM-0602-0A0
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Local Stride Register
Address 10630000 14

Block Transfer Engine

The local stride register (BLT_LSR) is a 24-bit, write-only,
system-privileged register that contains the local stride. The local stride is
a positive value that the BLT repeatedly adds to the local address to
generate successive local addresses during a transfer operation.

Figure 8-18 shows the bit assignments for the BLT_LSR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 3 0 0 0 0
. 228| 227| 226| 225| 224 223 222| 221| 220] 219| 218| 217| 216| 215] 214 | 213| 212] 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20
Binary

1] x| x| x| x| x| 212112 0] OO0 2] 1| x| x| x| x| x| x [x]|x]|x|x|x]|x|x]x]x]|Xx

NOTE: x = Don'’t Care

CMM-0602-0A0
Volume 2 of 2

Figure 8-18. BLT_LSR Address Bit Assignments

When the BI performs a block unit stride operation, restrictions apply to
the value of the BLT _LSR. More information on the restrictions is

provided in the description of the enable large packet size bit in “Control
Register” later in this section.

Table 8-10 shows the bit format of the BLT_LSR.

Table 8-10. BLT_LSR Bit Format

Bits Description
23-0 Contains the local stride
63 —24 Not used
Cray Research Proprietary 8-29
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Control Register
Address 10690000 14

The control register (BLT_CR) is a 27-bit, write-only, system-privileged
register. The BLT_CR contains bits that control the type of operation the
BLT performs, define the range of legal PE numbers, and enable a
transfer.

Figure 8-19 shows the bit assignments for the BLT_CR address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 9 0 0 0 0

. 228| 227| 226| 225| 224 223 222| 221| 220] 219| 218| 217| 216| 215] 214 | 213| 212] 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20
Binary

T x] x| x| x| x| 21212 0] 20| O] 1| x| x| x| x| x| x [x|x]| x|x|x]x|x]x]x| x

NOTE: x = Don'’t Care

Figure 8-19. BLT_CR Address Bit Assignments

The BLT_CR is the last register that should be written to before starting a
block transfer (except for the BLT_SR). As soon as information is written
to the BLT_CR, the BLT starts a transfer that uses the information stored
in the other BLT registers. Table 8-11 shows the bit format of the
BLT_CR, and the following paragraphs describe each bit.

Table 8-11. BLT_CR Bit Format

Bits Description
0 Transfer type bit 0
1 Transfer type bit 1
2 Enable large packet size
3 Virtual or logical PE numbers
4 Enable /0 mode
5 Outstanding requests select
15-6 Reserved
26 — 16 PE range mask
63 - 27 Not used
8-30 Cray Research Proprietary CMM-0602-0A0
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Transfer Type
Bits 0 and 1

These bits control the type of transfer the BLT performs. Table 8-12 lists
the different types of transfers and the corresponding values of the transfer
type bits.

Table 8-12. Transfer Types

Bitl | BitO Description
0 0 Constant stride read transfer
0 1 Constant stride write transfer
1 0 Gather transfer
1 1 Scatter transfer

Enable Large Packet Size

Bit 2

This bit controls the body size of packets generated by the BLT. The body

of a packet may be either a single 64-bit word or four 64-bit words (a

block). When set to 0, this bit signals the BLT to write or read single

words to or from local memory and generate packets with 1-word bodies.

When set to 1, this bit signals the BLT to write or read blocks of data to or

from local memory and generate packets that have a 4-word Nékgn

this bit is set to 1, several restrictions apply to other BLT registers:

 Bits 0 and 1 of the BLT _LSR must be set to 0 so the local stride is a
multiple of four.

 Bits 0 and 1 of the BLT _LAR must be set to 0 so the local address
offset is cache-line aligned.

* Bits 0 and 1 of the BLT _RBR must be set to 0 so the remote base
address offset is cache-line aligned.

* The value of the BLT_RIR, BLT_RSR (constant stride operations
only), and BLT_RMR must be set so that the index offset generated
by the centrifuge has bits 0 and 1 set to 0. Bits 0 and 1 of the index
offset must be set to 0 so the index offset is cache-line aligned.
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The values of the BLT_RIR and BLT_RSR depend on the value set in the
BLT_RMR. The following paragraphs provide examples of possible
BLT_RMR values and the corresponding register restrictions that apply if
the enable large packet size bit is set to 1.

Software may set bits 24 through 35 of the BLT_RMR to 1. In this case,
bits 24 through 35 of the remote index are the PE number and bits O
through 23 of the remote index are the index offset. If the enable large
packet size bit is set to 1, the following restrictions apply:

e Bits 0 and 1 of the BLT_LSR must be set to 0 so the local stride is a
multiple of four.

 Bits 0 and 1 of the BLT_LAR must be set to 0 so the local address
offset is cache-line aligned.

 Bits 0 and 1 of the BLT _RBR must be set to 0 so the remote base
address offset is cache-line aligned.

* Bits 0 and Df the BLT_RIR must be set to 0 so the remote index
generated during a constant stride operation or the base remote index
used during a gather or scatter operation has the index offset portion
of the remote index cache-line aligned.

e Bits 0 and 1 of the BLT_RSR must be set to 0 so the remote stride
used during a constant stride operation increments the index offset
portion of the remote index by a multiple of fourhe BLT_RSR is
not used during a gather or scatter operation.

Software may set bits 0 through 11 of the BLT_RMR to 1. In this case,
bits 0 through 11 of the remote index are the PE number and bits 12
through 35 of the remote index are the index offset. If the enable large
packet size bit is set to 1, the following restrictions apply:

 Bits 0 and 1 of the BLT _LSR must be set to 0 so the local stride is a
multiple of four.

 Bits 0 and 1 of the BLT _LAR must be set to 0 so the local address
offset is cache-line aligned.

* Bits 0 and 1 of the BLT _RBR must be set to 0 so the remote base
address offset is cache-line aligned.
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* Bits 12 and 138f the BLT_RIR must be set to 0 so the remote index
generated during a constant stride operation or the base remote index
used during a gather or scatter operation has the index offset portion
of the remote index cache-line aligned.

e Bits 0 through 13 of the BLT_RSR must be set to 0 so the remote
stride used during a constant stride operation increments the index
offset portion of the remote index by a multiple of folihe
BLT_RSR is not used during a gather or scatter operation.

Software may set the bits of the BLT _RMR as shown in Figure 8-20. In

this case, the bits of the remote index that are used for the PE number are
placed sporadically throughout the remote index.

235 BLT_RMR 20

235 20

Figure 8-20. Sample BLT_RMR Value

If the enable large packet size bit is set to 1, the following restrictions
apply:

 Bits 0 and 1 of the BLT_LSR must be set to 0 so the local stride is a
multiple of four.

e Bits 0 and 1 of the BLT_LAR must be set to 0 so the local address
offset is cache-line aligned.

* Bits 0 and 1 of the BLT _RBR must be set to 0 so the remote base
address offset is cache-line aligned.
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e Bits 2 and ®&f the BLT_RIR must be set to 0 so the remote index
generated during a constant stride operation or the base remote index
used during a gather or scatter operation has the index offset portion
of the remote index cache-line aligned.

e  Bits 0 through 6 of the BLT_RSR must be set to 0 so the remote
stride used during a constant stride operation increments the index
offset portion of the remote index by a multiple of folihe
BLT_RSR is not used during a gather or scatter operation.

Virtual or Logical PE Number

Bit 3

Enable I/O mode
Bit 4

This bit signals the BL to interpret the PE number portion of the remote
index as a virtual PE number or a logical PE number. When set to 0, the
BLT interprets the PE number as a virtual PE number and sends the PE
number through the virtual-to-logical translation circuitfijhis mode is

used when the BLT transfers data for a user.

When set to 1, the BLT interprets the PE number as a logical PE number
and does not send the PE number through the virtual-to-logical translation
circuitry. This mode is used when the BLT transfers data for the operating
system. Also, when bit 3 is set to 1, bits 16 through 26 must be set to O.

This bit is used only in a BLT that resides in the input or output node of an
I/O gateway. When set to 1, this bit enables flow control between the BLT
and the HISP channel buffers in the I/O gateway. In a PE node, this bit
must be set to 0.

Outstanding Requests Select

Bit 5

8-34

This bit controls the maximum value that the outstanding request counter
can obtain before the BLT stalls. When set to O, the BLT stalls if the
request counter reaches 256, and the BLT does not continue until the
outstanding request counter decrements. When set to 1, the BLT stalls if
the outstanding request counter reaches 32 and does not continue until the
counter decrements.
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PE Range Mask

Bits 16 through 26

The PE range mask is initialized at the start of a transfer operation with a
contiguous, right-justified field of O’s in the legal bit positions for the size
of the user partition. The remaining bits are setto 1's. Table 8-13 shows
the legal values of the PE range mask for all possible partition sizes in a
CRAY T3D system. If the BLT interprets the PE number as a logical PE
number, bits 16 through 26 of the BLT_CR must be set to 0.

Table 8-13. PE Range Mask Values
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Status Register
Address 10414000 14

The status register (BLT_SR) is a 12-bit, read and write, system-privileged
register that a PE may use to check the progress of a transfer and to
initiate certain BLT control operations. Unlike the other BLT registers,
there are two physical BLT_SR registers, one for each PE in a processing
element node. The BLT_SR enables interrupts from the BLT to a PE and
contains BLT status information.

Figure 8-21 shows the bit assignments for the BLT_SR address as they
appear on the address pins of the microprocessor.

HEX 1 0 4 1 4 0 0 0
Bi 228| 227| 226| 225 224| 23| 222| 221| 220] 219 218| 217| 216| 215 214 | 213| 912| 11| 210 [ 29[ 28| 27| 26| 25| 24| 23 | 22| 21| 20
Inary

1] x| x| x| x| x |10 OfOfO] O 2O 2 x]x | X|Xx [x]|x|x]|x|xX]x|x]x]x]Xx

NOTE: x =Don't Care

Figure 8-21. BLT_SR Address Bit Assignments

Either PE in a processing element node may write information into its
corresponding BLT_SR at any time. Because writing information into the
BLT_SR may abort BLT code, both PEs in the processing element node
must be able to abort the BLT operation.

Table 8-14 shows the bit format of the BLT_SR, and the following
paragraphs describe each bit.

Table 8-14. BLT_SR Bit Format

Bits Read or Write Description
0 Write only Enable BLT complete interrupt
1 Write only Enable BLT free interrupt
2 Write only Enable BLT error interrupt
5-3 Write only Status select for bits 9 — 6
9-6 Read only Status bits
10 Write only Enable remote PE BLT free interrupt
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Table 8-14. BLT_SR Bit Format (continued)

Bits Read or Write Description

. Clear enable BLT free interrupt latch
1 write only set by remote PE

63-12 Not used Not used

Enable BLT Complete Interrupt
Bit 0

When set to 1, this bit indicates that the PE will receive the BLT hardware
interrupt when a BLT transfer is complete. The BLT transfer is complete
when all responses from all outstanding transfer requests from a PE have
returned (the outstanding request counter is 0).

Enable BLT Free Interrupt
Bit 1

When set to 1, this bit indicates that the PE will receive the BLT hardware
interrupt when the BLT unit is free. The BLT is free when it transmits the
last request element of the last initiated transfer. The BLT may perform
another transfer as soon as the BLT is free. More information on the BLT

free interrupt is provided in “Enable Remote PE BLT Free Interrupt” later
in this section.

Enable BLT Error Interrupt

Bit 2
When set to 1, this bit indicates that the PE will receive the BLT hardware
interrupt when a BLT error occurs. There are three possible BLT errors.
More information on the BLT errors is provided in “Status Select” later in
this section.
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These bits select the status or error information presented on bits

6 through 9 of the BLT_SR. Table 8-15 lists the status or error
information for each status select, and the following subsections describe
each function.

Table 8-15. Status Select Codes

Bit5 Bit4 | Bit3 Function
0 0 0 Interrupt status
0 0 1 BLT error status
0 1 0 BLT abort
0 1 1 Reset request counter
1 0 0 BLT VLR bits 3-0
1 0 1 BLT_VLR bits 7-4
1 1 0 BLT_VLR bits 11 -8
1 1 1 BLT_VLR bits 15-12

When the status select bits are set to 0, the interrupt status is presented in
bits 6 through 9 of the BLT_SR. The interrupt status indicates the present
value of the BLT interrupt bits. The state of the interrupt bits is not
affected by enabling or disabling the BLT interrupts using bits 0 through 2
of the BLT status register. Table 8-16 shows the bit format of the interrupt
bits status in the BLT_SR, and the following paragraphs describe each bit.

NOTE: The status select bits must be set to O in order for the BLT to
send a BI hardware interrupt to the support circuitry in a PE.

Table 8-16. Interrupt Status

BLT_SR Bit Description
6 BLT complete interrupt
7 BLT free interrupt
8 BLT error interrupt
9 Not used
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The BLT complete interrupt is different for each PE in the node. When set
to 1, this bit indicates that the outstanding request counter for that PE has
reached 0 and the BLT operation is complete for that PE.

The BLT free interrupt is identical for each of the two PEs in a processing
element node. When set to 1, this bit indicates that the BLT is free and
another transfer operation can be initiated. This bit may be used to trigger
arbitration between the two PEs for use of the BLT. The BLT free bit
remains set to 1 until the next block transfer sequence is initiated by either
PE. More information on the BLT free interrupt is provided in “Enable
Remote PE BLT Free Interrupt” later in this section.

The BLT error interrupt is different for each PE in the node. When set to
1, this bit indicates that one of the three BLT errors occurred. The BLT
sends one hardware interrupt signal to a PE to indicate a BLT interrupt. If
any of the three interrupt signals, BLT free, BLT complete, or BLT error,
are set to 1, the BLT sets the hardware interrupt to 1. The hardware
interrupt can be enabled or disabled by mask bits located in the
microprocessor. More information on the BLT hardware interrupt is
provided in Section 10, “Control and Status.”

When the status select bits are set to 1, the BLT error status is presented in
bits 6 through 9 of the BLT_SR. The BLT error status indicates the

present value of the BLT error bits. Table 8-17 shows the bit format of the
BLT error status in the BLT_SR, and the following paragraphs describe
each bit.

Table 8-17. BLT Error Status

BLT_SR Bit Description

6 Offset range error

Index memory error

PE range error

O ||

Not used

The offset range error may occur when the BLT is generating a remote
address offset. When set to 1, this bit indicates that the final remote offset
generated by the BLT was greater than the remote limit stored in the
BLT_RLR.
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The index memory error may occur when the BLT is performing a scatter
or gather operation. When set to 1, this bit indicates that a single- or
double-bit error was detected when the BLT read a remote index value
from local memory. The BLT can detect single- or double-bit errors on
the remote index, but it cannot correct the bits.

The PE range error may occur when the BLT is generating the PE number.
When set to 1, this bit indicates that the PE number obtained from the
remote index is greater than the range of PE numbers set by the PE range
mask in the BLT_CR.

When a PE range error occurs, the BLT stops the transfer, however, a
packet is still created and sent for the address that was out of range. For
example, the PE range mask may indicate a virtual PE range of O to 7.
When the virtual PE number from the centrifuge was 9, thievihuld
indicate a PE range error and stop the BLT transfer, however, a packet
would still be created and sent to virtual PE 1. When the packet was a
write request packet, data would be written into the memory of virtual PE
1.

The BLT error bits are reset to 0 when a microprocessor writes to the
BLT_CR register, when the microprocessor issues the BLT abort
command, or when the node is reset.

Setting the status select bits to 2 initiates the BLT abort code. The BLT
abort code aborts a transfer prematurely. This code may be used to stop a
transfer when there is an error in the PE or when the user wants to
terminate an undesirable transfer.

When the BLT abort code is initiated, the BLT stops generating and
transferring request packets. Because remote PEs generate response
packets, the BLT abort code cannot stop the generation of remote response
packets.

When a transfer has been interrupted by the BLT abort code, the value of
the BLT_VLR may be read to determine the exact point at which tAe BL
was interrupted.

The BLT abort code does not clear the outstanding request counter of a
PE. If the counter were cleared, it would cause an underflow of the
counter if any outstanding BLT request packets existed for that PE when
the BLT abort was issued.
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Setting the status select bits to 3 initiates the reset request counter code.
The reset request counter code resets the outstanding request counter. The
counter must be reset if the counter enters a confused state. Asserting the
reset request counter code affects only the request counter for the PE that
asserts the code.

When the status select bits are set to 4, the status of BLT VLR bits 0
through 3 is presented in bits 6 through 9 of the BLT_SR. The BLT_VR 0
through 3 status shows the last value of bits O through 3 of the BLT_VLR
(refer to Table 8-18).

Table 8-18. BLT_ VLR Bits Ghrough 3 Status

BLT_SR Bit Description
6 Bit 0 of the BLT_VLR
7 Bit 1 of the BLT_VLR
8 Bit 2 of the BLT_VLR
9 Bit 3 of the BLT_VLR

When the status select bits are set to 5, the status of BLT VLR bits 4
through 7 is presented in bits 6 through 9 of the BLT_SR. The BLT_VR 4
through 7 status shows the last value of bits 4 through 7 of the BLT_VLR
(refer to Table 8-19).

Table 8-19. BLT VLR Bits 4hrough 7 Status

BLT_SR Bit Description
6 Bit 4 of the BLT_VLR
7 Bit 5 of the BLT_VLR
8 Bit 6 of the BLT_VLR
9 Bit 7 of the BLT_VLR

Cray Research Proprietary 8-41



Block Transfer Engine

CRAY T3D Hardware Reference Manual

When the status select bits are set to 6, the status of BLT VLR bits 8
through 11 is presented in bits 6 through 9 of the BLT_SR. The BLT_VR
8 through 11 status shows the last value of bits 8 through 11 of the

BLT VLR (refer to Table 8-20).

Table 8-20. BLT_VLR Bits &rough 11 Status

BLT_SR Bit Description
6 Bit 8 of the BLT_VLR
7 Bit 9 of the BLT_VLR
8 Bit 10 of the BLT_VLR
9 Bit 11 of the BLT_VLR

When the status select bits are set to 7, the status of BLT VLR bits 12
through 15 is presented in bits 6 through 9 of the BLT _SR. The BLT_VR
12 through 15 status shows the last value of bits 12 through 15 of the
BLT_VLR (refer to Table 8-21).

Table 8-21. BLT_VLR Bits 1#hrough 15 Status

BLT_SR Bit Description
6 Bit 12 of the BLT_VLR
7 Bit 13 of the BLT_VLR
8 Bit 14 of the BLT_VLR
9 Bit 15 of the BLT_VLR

Enable Remote PE BLT Free Interrupt

Bit 10

8-42

The enable remote PE BLT free interrupt bit 10 sets a latch in the
opposing PE of a processing element node so that the opposing PE will
receive the BLT interrupt when the BLT is free. Writing a 0 to this bit has
no effect and does not reset the latch in the other PE.
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If PE O writes a 1 to bit 10 of its BLT_SR, PE 1 will receive a BLT
hardware interrupt when the BLT is free, regardless of the state of bit 1
(enable BLT free interrupt bit) in the BLT_SR of PE 1. In order to clear
the enable BL free interrupt latch set by PE 0, PE 1 must write a 1 to bit
11 of its BLT_SR.

NOTE: Bits 3 through 5 of the BLT_SR in PE 1 must still be set to O (to
select BT interrupt status) in order for PE 1 to receive th&@ BL
free interrupt.

Bits 10 and 11 of the BLT SR together with bit 1 of the BLT SR provide

a mechanism that can simplify the software interaction between the two
PEs in a processing element node while the PEs contend for access to the
shared BLT The following paragraphs describe the general nature of an
algorithm using this mechanism.

A software shared circular queue may be used to arbitrate between and
sequence several contending requests to use the shared BLT. Each queue
entry represents a request to use the BLT, and both PEs may have multiple
entries in the queue.

Both PEs have access to the queue. Because of this characteristic, shared
lock variables (implemented using Atomic Swap operations) are used to
ensure mutually exclusive access to the input and output ports of the
queue. The input and output ports of the queue are accessed with a pair of
pointers: the head pointer and the tail pointer.

Figure 8-22 shows a sample BLT software queue. The head pointer points
to the entry that will be transferred to the BLT next. The tail pointer

points to the entry in the software queue that will receive information

next.

0 PEO - Head Pointer
1 PE O

2 PE 1

3 Empty < Tail Pointer

Figure 8-22. BLT Software Queue

Using both the local (bit 1) and remote (bit 10) BLT free interrupt enables,
it is possible to direct the BLT free interrupt to the PE whose request will
be sent to the BLT next. A PE servicing a request that has reached the
head of the queue examines the next entry to identify which PE requested
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that transfer. The PE servicing the request at the head of the queue then
directs the BI free interrupt to the PE specified in the next entry of the
queue.

The PE that is not specified in the next entry of the queue does not receive
and does not have to process the next BLT free interrupt. In addition,
there is no messaging or other interaction required between the two PEs in
order to reliably share the BLT (unless exceptional events, such as errors,
occur).

The following paragraphs contain a detailed description of transactions
using bits 1 and 10 of the BLT_SR. When a PE needs to use the BLT, it
transfers the parameters for the BLT registers into the entry of the queue
indicated by the tail pointer. The PE then compares the value indicated by
the tail pointer to the value indicated by the head pointer.

When the value indicated by the tail pointer is not equal to the value
indicated by the head pointer, the queue contains other entries. In this
case, the PE increments the tail pointer after placing information in the
queue. For example, in Figure 8-22, PE 1 placed an entry in entry 2 of the
queue and then incremented the tail pointer. After placing an entry in the
gueue, the PE continues with other program instructions and sets bits 3
through 5 (status select bits) and bit 1 (enable BLT free interrupt bit) of its
BLT SR to 0.

When the value of the tail pointer is equal to the value of the head pointer
the queue is empty. In this case, after placing information in an entry of
the queue, the PE increments the tail pointer and then sets bit 1 of its
BLT_SRto 1 so it will receive the BLT free interrupt. If the BLT is not
busy, the PE will immediately receive the BLT free interrupt. If the BLT

is busy, the PE will receive the BLT free interrupt after the BLT has
created the last packet of the currently active transfer.

When a PE receives the Blfree interrupt, it transfers information from

the head of the queue to the BLT. This action starts a transfer by the BLT.
After sending information to the BLT, the PE disables its BLT free
interrupt by setting bit 1 of its BLT _SR to 0 and setting bit 11 of its
BLT_SRto 1.

The PE then checks the next entry in the queue. If this entry is,ahgpty
gueue is empty and no more BLT transfers were requested. In this case,
the PE just increments the head pointer. If this entry contains information,
the PE increments the head pointer and checks the parameters stored in
that entry.
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If the parameters indicate the transfer is for the same PE, the PE enables
the BLT free interrupt for itself by setting bit 1 of its BLSR to 1. For
example, in Figure 8-23, after transferring information from entry 0 in the
gueue and incrementing the head pointer, PE 0 sets bit 1 of its BLT_SR to
1 so it will receive the next BLT free interrupt.

Before Transfer to BLT

w N P O

PEO

PE O

PE 1

Empty

Head Pointer

Tail Pointer

Figure 8-23. Same PE Request

After Transfer to BLT

W N B O

Empty

PE O

PE 1

Empty

Head Pointer

Tail Pointer

If the parameters indicate the transfer is for the other PE, the PE enables
the BLT free interrupt for the other PE by setting bit 10 of its own

BLT_SR to 1. For example, in Figure 8-24, after transferring information
from slot 1 in the queue and incrementing the head pointer, PE 0 sets bit
10 of its BLT_SR to 1 so PE 1 will receive the next BLT free interrupt.

PE 0 then continues with other program instructions.

Before Transfer to BLT

After Transfer to BLT

0 Empty 0 Empty

1 PEO - Head Pointer 1 Empty

2 PE1 2 PE 1 - Head Pointer
3 Empty - Tail Pointer 3 Empty - Tail Pointer

Figure 8-24. Other PE Request

Clear Enable BLT Free Interrupt Latch Set by Remote PE
Bit 11

When set to 1, this bit clears the enable BLT free interrupt latch set by the
other PE in a processing element node. Writing O to this bit has no effect.

CMM-0602-0A0 8-45

Volume 2 of 2

Cray Research Proprietary



Block Transfer Engine CRAY T3D Hardware Reference Manual

Hardware Characteristics

The following subsections describe characteristics, such as timing and
signal flow through the CRAY T3D hardware, that may have an effect on
software.

BLT Complete Interrupt

8-46

The BLT complete interrupt sets to 1 when the BLT outstanding request
counter for a PE decrements to 0. In the CRAY T3D system, there are two
BLT outstanding request counters per processing element node. These
counters reside in the E-series options that make up the network interface
and BLT (refer to Figure 8-25).

b BLT Hardware
DRAM B ata A-series Options Interrupt .
(Local Memory) [* (Support CiPcuitry) »| Microprocessor
A A
BLT Response BLT Complete
Packet Interrupt

E-series Options
(Network Interface
and BLT

BLT Response
Packet

From Network Router A-11669

Figure 8-25. BLT Complete Interrupt

Each time the E-series options create a BLT request packet, the BLT
outstanding request counter for the appropriate PE is incremented by 1.
Each time the E-series options receive a BLT response packet from the
network, the BIL outstanding request counter for the appropriate PE is
decremented by 1.

When the BLT outstanding request counter for a PE decrements to 0, the
E-series options send the BLT complete interrupt to the support circuitry
in the appropriate PE. In addition, the E-series options send the BL
response packet to the support circuitry (refer to Figure 8-25).

After receiving a BLT response packet and the BLT complete interrupt,
the support circuitry sets the BLT hardware interrupt for the
microprocessor. When the BLT response packet is a read response, the
support circuitry attempts to write the read data into local memory
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The support circuitry arbitrates access to local memory between
microprocessor read and write requests, network interface read and write
requests, BLT read requests, and refresh requests. Because of this
characteristic, the support circuitry may not write the data fromTa BL

read response packet into local memory immediately after receiving the
packet from the network interface. The support circuitry sends tiie BL
hardware interrupt to the microprocessor as soon as the write occurs.
(refer to Figure 8-25).

BLT Memory-mapped Register Write Ordering

CMM-0602-0A0
Volume 2 of 2

The following list is a suggested ordering for writing to the BLT
memory-mapped registers:

1. Write to the following registers (in any order):

« BLT_RIR
-  BLT_RSR
- BLT_VLR
« BLT_IVR

- BLT_RMR
- BLT_RBR
« BLT_RLR
« BLT_LAR
- BLT_LSR

2 . Write to the BLT_CR. As soon as information is written into the
BLT_CR, the BLT starts the transfer.

3. Write a value of 0 to the BLT_SR to reset all of the bits in the
register, and select the BLT interrupt bits to be displayed in bits
6 through 9 of the BLT_SR.

4 . Wirite to the BLT_SR again, and set bits 0, 1, and/or 2 to 1 to enable
the appropriate BLT interrupts for the transfer. These bits were not
set in Step 3 to ensure that the write to the BLT_CR (Step 2), which
also resets the BLT interrupt bits, occurs before the BLT_SR is
written to enable the BLT interrupts.
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Hardware Description

The hardware that makes up the BLT is contained in one option: the EE
option. The EE option contains the BLT memory-mapped registers, the
BLT centrifuge circuitry, the remote address generation circuitry, the local
address generation circuitry, the PE range check circuitry, and the offset
limit check circuitry. Refer to Figure 8-26.

Go Remote Read .
BLT Reference EE Block Transfer Engine
(AM)
EB) Go G/S Index Reference
Network Enable Register
Register Select Bits 3 -0 9 Elé;l?eesatld Reference
EB > Network Performance Register
(EB) Go Load Parameter 9 > (AM)
Register Network Mode Register
(EB)
PE Select
(EB) >
Control Command (
h > (EA,
Register EB, ED)
Remote Index |
Register Centrifuge PE PE Number
(forG/IS=0) [ add |- Range| | Error
- Address Separate Check
Remote Stride d PE
Regiser | | &9 ™) Number
(Not Used for [ and Offset | Index
GIS) from Offset
Address
Remote Mask
Register *
Remote Base | Add
(EA) CPU Data Register Base
> and
Remote Limit Offset ™ Check
Register »| Address Address
< Against
Local Address J Limit Error
Register | | Add |-
i Address Address
Local Stride and
Regist —> i
egister Stride BLT Write
Reference
Vector _Length Request
Register _l > (EC)
Y
Decrement NO [ Send VL
VL to Stat
PE 1 Reference Yes
(EC) BLT Response Counter
PE 0 Reference
Counter
Increment Status
Channel
Decrement »{ PE Complete > (AR)
A-12020
Figure 8-26. EE Option
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The microprocessor initializes a block transfer by loading the BL
memory-mapped registers with parameter information. Once this is done,
the BLT generates the necessary addresses and control to transfer the
blocks of data. When the block transfer is complete, the BLT notifies the
microprocessor. The following subsections describe how the BLT is
initialized and how the BLT transfers blocks of data.

Initializing the BLT or EE Option

CMM-0602-0A0
Volume 2 of 2

The microprocessor initializes the BLT by loading parameter information
into the BLT memory-mapped registers. The BLT memory-mapped
registers reside in the EE option, with the exception of thie &&tus
register and the index vector register. The BLT status register resides in
the AR option, and the index vector register resides in the EC option.

To load the BLT memory-mapped registers, the microprocessor supplies
parameter information, address, and control to the PE support circuitry
The PE support circuitry interprets this address and control and steers the
parameter information to the proper BLT memory-mapped register.

The following parameter information is generated by the microprocessor:

e The remote index register is loaded with the remote PE number and
index offset during a constant stride read or constant stride write
operation. During a gather or scatter operation, the remote index
register is loaded with a O.

* The remote stride register is loaded with a value that is added to the
remote index to generate successive remote indexes.

* The local address register is loaded with the local memory address in
the source PE where remote write data resides or where remote read
data will be stored.

* The local stride register is loaded with a value that is added to the
local address. The sum of the local stride register and the local
address register produces successive local addresses of the write data
or read data storage locations.

e The vector length register is loaded with a value that indicates how
many request packets the BLT needs to generate. This value is
decremented each time the BLT creates a request packet. When the
vector length equals 0, the request portion of the block transfer is
complete.
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e The remote mask register is loaded with 12 bits set to 1 and 24 bits
setto 0. The 12 bits set to 1 indicate which bits in the remote index
are the PE number. The 24 bits set to 0 indicate which bits are the
address offset.

* The remote base register is loaded with an address offset that is
added to the value of the remote index offset. The sum of the remote
base register and the remote index offset produces the remote offset.

*  The remote limit register is loaded with an address offset that
specifies the highest remote offset that can be referenced. This
address offset is compared to the sum of the remote base and remote
index. If the sum of the remote base and remote index is greater that
the remote limit, an address range error occurs. When this happens,
the EE option sends the error information to the AR option by way
of the status channel. The AR option sets the error interrupt, which
informs the microprocessor of the error.

* The index vector register is loaded with an address offset that points
to an address in local memory where a remote index is stored.

e  The BLT control register is loaded with 16 bits of information that
specify the type of BLT operation, define the range of legal PE
numbers, and enable the transfer.

The microprocessor sends the parameter information to the AJ and AK
options. The parameter information is held there until the AJ and AK
options are instructed to transfer the parameter information to the
memory-mapped registers.

The address and control used by the PE to steer the parameter information
to the correct memory-mapped registers consists of an address offset and a
PE cycle request code. The microprocessor generates the address offset
and PE cycle request code for the memory-mapped register reference like
it does for a memory reference. The microprocessor does fesedifate
between loading a memory-mapped register and loading a memory
reference.

The microprocessor sends bits 5 througl2®e address offset to the
AM option and sends bits 29 through 33 to the AR option. The
microprocessor also sends the PE cycle request code to the AM option.

The AR option uses bits 29 through 33 of the address offset to address a
location in the DTB annex. This location stores a logical or virtual node
number and a memory function code. The node number and the memory

Cray Research Proprietary CMM-0602-0A0
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Microprocessor

function code are sent to the AM option. For a register load, the node
number equals the logical or virtual node number of the local PE and the
memory function code equals 000 for a normal load.

At this point, the AM option has the virtual or logical PE number

memory function code, address offset bits 5 through 28, and the PE cycle
request code. The AJ and AK options are holding the parameter
information. Refer to Figure 8-27.

AR Logical or Virtual PE Number
and Memory Function Code
(000, 001, 100, 101, or 110)
> DTB
Annex

Address Offset Bits 33 — 29 AM
Address Offset Bits 28— 5
PE Cycle Request Code (WRITE_BLOCK) R PE Control
Parameter Information
AK
AK
Al
Al
Data Bus |
Interchange
> Hold Data
A-11671

Figure 8-27. Control and Address for Loading the BLT Memory-mapped Registers
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The AM option uses the logical or virtual PE number from the DTB annex
to determine whether the destination of the parameter information is local
or remote (refer to Figure 8-28). The AM option compares the PE number
to the contents of the logical PE number register and the virtual PE
number register. Because loading a BLT memory-mapped register is a
local reference, the node number will equal one of the two PE number
registers.

AM PE Control
> Logical PE Register
Process and DTB P > Virtual PE Register
Annex Data rocess - -
(AR) > Virtual Range Mask Register
A
n Compare Virtual PE Number
n to Mask
e
X
cWMask
(Proc) Compare
PE Number | _
Address Offset to PE Register | — Interpret Data to
(Proc) Bits 28 -5 . Address Offset External Control (AJ/
i AK
from Microprocessor Address Offset )
Bits 28-5
(EA)
PE Cycle Request ™| Generate Command Command (EB)
(Proc) >

A-11672

Figure 8-28. AM Option Circuitry that Determines BLT Memory-map Reference

8-52

When the AM option determines that a local reference is being requested,
it interprets bits 5 through 28 of the address offset to determine whether
the request is a local memory reference or a register refereabke 8F22

lists the values of bits 5 through 28 of the address offset that specify a
reference to one of the BLT memory-mapped registers. Table 8-23 shows
the decode of the address offset.
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Table 8-22. Address Offset Bits 5 through 28

MeBrrI;Zry- Address Offset Bits
mapped
Register |28 |27 |26 |25 |24 |23 |22 |21 |20 |19 18|17 |16 |15]|14 |13 |12 |11 |10]|9|8]|7|6]5
BLTRR |12 ]J0]J]OfO]J]O]JO}J2]2}|J]O}JO]J]O]JO]JO]J]O]JO]O]JO]JO]JO]|O|O]O]O]O
BLTRSR |1 ]|J]0]J]OfO]JO]JO}J2]2}|JO0O}JO]O]JO]2]O}JO]O]JO]JO]JO]|O|O]O]O]O
BLT LAR |2 ]|J]O]J]OfO]J]O]JO}J2]2}|J0O}JO]O]21T]O]J]O]JO]|]O]JO]JO]JO]|O|O]O]O]O
BLT LSR |1 |J]0]J]OfO]J]O]JO}J2]2}|JO0O}JO]O]1T]2]O]JO]|]O]JO]JO]JO]|O|O]O]|O]O
BLT VLR |2 |J]O]JOfO]JO]JO}J2]12}|JO0O}JO]1]|J]O0O]JO]J]O}JO]|]O]JO]JO]JO]|O|O]O]O]O
BLT RMR|1]|]O]J]OfO]JO]JO}J2]2}|JO0O}JO]1T]|]O0O]J]2]O}]JO]|]O]JO]JO]JO]|O|O]O]O]O
BLTRBR |1 |]0O]J]OfO]JO]JO}J2]2}|JO0O}JO]1]|]212]O0O]J]O}JO]|]O]JO]JO]JO]|O|O]O]O]O
BLT RLR |2 ]J]O0O]JOfO]JO]JO}J2 ]2 }|JO0O}JO]1]|21]2]O0]J]O]|J]O]JO]JO]JO]|O|O]O]O]O
BLT_IVR |1 ]J]0]J]O|JO}JO}JO]1T]2]|J]O}]J2]|JO0O]JO|JO]J]O]JO|JO]|JO]|]O]O]O]|O]|O]O]O
BLTCR |1]0]OfJO}JO}JO]1T]2]|J]O}]J2]|O]JO]J1T]O]JO|JO]JO]|]O]O]O]|O]|O]O]O
BL TSR |1]J]0]O0O|JO}JO}JO]J]1T]O]J]O]JO]JO]JO}|J1T]O]J2|]O|JO]O]O]O]|O]|O]O]O
Table 8-23. Decode of Address Offset
Bits Description
13-5 Specifies the address when loading the
ROUTE_LO and ROUTE_HI registers
17-14 Specifies memory-mapped register
18 1 = AM Option
19 1 = Prefetch Queue
20 1 = Network Upper
22-21 00 = AM or AR User Register
01 = AJ or AK Write
10 = AM or AR Privileged
11 = External Write Command
23 1 = Upper Barrier Register
24 0
25 1 = HISP Buffer Data
26 1=1/0
0 = DRAM
27 1 = Disable Error Correction
28 1 = Memory-mapped register
CMM-0602-0A0 Cray Research Proprietary 8-53
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When the address offset translates into a register load, the AM option
generates a Data to External Control signal that is sent to the AJ and AK
options. This control instructs the AJ and AK options to steer the
parameter information from the microprocessor to the EA option, using
16-bit transfers. The AM option also sends the address offset to the EB
option.

The AM option uses the PE cycle request code along with address offset
bits 21 and 28 to generate a command. The command for loading a BL
register is 100 0 010 xxxxx. The first 5 bits of the command (xxxxx) are
not used for this type of reference. The next 3 bits specify what type of
reference is being made (For example, 010 = local register write). Bit 8
specifies that there is no response needed for register writes. Bits 9
through 11 specify the packet type. The command is sent to the EB option
in the network interface.

The EB option uses the address and command it receives from the AM
option to generate the Go Scatter and Gather Index Reference, Register
Select 0 through 3, PE Select, and Go Load Parameter Register signals.
These signals are sent to the EA, EC, and EE options so that the BLT
memory-mapped registers are loaded properly (refer to Figure 8-29).
Table 8-24 lists the decode of the register select.

8-54 Cray Research Proprietary CMM-0602-0A0
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Go Load EE Block Transfer Engine
EB Output Buffer Control | Parameter Register

Control Register

Command Generate Register Select Bits 3 -0 Remote Index
(AM) Destination Control > Register
forG/IS=0
—_—e i
(AM) PE Select ( )

> Remote Stride
Register
(Not Used for G/S)

R te Mask
EA Output Buffers egggiestefs
Generate Parity Remote Base
Register
00 CPU 1 00 CPUO Remote Limit
Request 0 Request 0 Paramet_er Register
PE Select 40 cPu1 || 40 cPUO Information Local Address
Request 1 Request 1 Register
. Local Stride
(AJ/AK) Parameter Information Fg)o CPU 1 00 CPUO Register
esponse 0| | Response O
Parameter Information Vector Length
(AJIAK) 40 CPU 1 40 CPUDO Register
Response 1 Response 1
Parameter
Generate Response/ Information
Request Packets »| EC Input Buffer Control
Go Load Parameter Register Index Vector
(EB) : : > Register
Register Select Bits 3 -0
(EB) -
(EB) Go G/S Index Reference .
A-11674
Figure 8-29. BI Memory-map Reference Control Generated by the EB Option
Table 8-24. Decode of Register Select Bits
BLT Register Register Select Bits 3—0
BLT_RIR 0000
BLT_RSR 0001
BLT_LAR 0010
BLT_LSR 0011
BLT_VLR 0100
BLT_RMR 0101
BLT_RBR 0110
BLT_RLR 0111
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Table 8-24. Decode of Register Select Bits (continued)

BLT Register Register Select Bits 3 -0
BLT_IVR 1000
BLT_CR 1001

The EA option uses the PE Select signal to input the parameter
information for the correct PE. The EA option passes this information to
the EE and EC options.

The EE option uses the Go Load Parameter Register signal to input the
Register Select signals and parameter information. The EE option uses
the Register Select signals to steer the parameter information to the correct
memory-mapped register. The EE option uses the PE Select signal to
initiate the block transfer for the correct PE.

The EC option also uses the Go Load Parameter Register signal to input
the Register Select signals and the scatter and gather index parameter
information. The EC option uses the Register Select signals to steer the
scatter and gather index information to the index vector memory-mapped
register.

The EC option also receives the Go Scatter and Gather Index Reference
signal. The EC option uses this signal to enable a scatter and gather index
counter.

At this point, the BLT memory-mapped registers have all been initialized.
The last memory-mapped register that should be loaded with parameter
information is the BLT control register. Once this register is loaded, the
BLT begins the block transfer operation.
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Transferring Blocks of Data

Remote Read

CMM-0602-0A0
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After the initialization of the memory-mapped registers, the BLT

generates all of the necessary addresses and control needed to retrieve or
store blocks or single-words of data. For the CRAY T3D system, a block
of data is usually defined as four 64-bit words of data.

To retrieve data from the local memory of other PEs, a remote read
operation is performed. To store data in the local memory of other PEs, a
remote write operation is performed. The following subsections describe
how the hardware performs the remote read operation and the remote
write operation.

For a remote read operation, the BLT in the source node generates the
addresses and control that are needed for the request. The addresses
consist of a remote address and a local address. The control consists of a
command and a destination PE number. The BLT also notifies the AM
option in the source PE of the remote read operation (refer to

Figure 8-30). For more information on how thelBir EE option

generates the address and control, refer to the “BLT Register Functions”
subsection at the beginning of this section.

After receiving notification of the remote read operation, the AM option
arbitrates for a request buffer in the EA option and the outgoing external
channel. Once the BLT has priority to use a request buffer and the
outgoing external channel, the AM option notifies the EE option.

When the EE option has permission to access a request buffer, it sends the
local and remote addresses to the EA option and the command and
destination PE number to the EB option. The EA optiofebsithe

address in one of the request buffers. As the addresses are written into the
request buffer, parity is generated for the address.
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BLT Read Request

Arbitrate for Request Buffer

AM PE Control

Arbitrate for Outgoing External Channel
2-bit Counter/2-level Round Robin

(EE) Pointer = 0 PE — Priority | | 1st Level Bit0 =0 PE and Read Request — priority
Pointer = 1 BLT — Priority Bit 0 = 1 Write and BLT — priority
2nd Level Bit 1 =0 PE and Write Request — priority
Bit 1 =1 Read and BLT — priority
BLT Read Reference
EE Block Transfer Engine Request
Go Remote Read (AM)
BLT Reference Command
Control (EA, EB)
Register
Remote Index | PE Numb
Register Centrifuge PE umber
(forGIS=0)["| Add Range| | Error
; Address Separate Check
Remote Stride d > PE
Regster | | &[T umber
(Not Used for [ and Offset | Index
GIS) from Offset
_ | Address
Remote Mask =
Register +
Remote Base Add
CPU Data Register [ Base
(EA) and
Remote Limit Offset Check
Register »| Address Address
- Against
Local Address J Limit Error
Register | | Add
Address Address
Local Stride and
Register ] Stride
Vector Length
Register _l
Y
No | send VL
Decrement VL to Stat
PE 1 Reference Yes
BLT Response Counter
(EC)
PE 0 Reference
Counter
Increment Status
Channel
Decrement »| PE Complete > (AR)
A-11675
Figure 8-30. BLT Generation of Address and Control
The EB option inputs the command and destination PE number and
analyzes this information. From the command, the EB option derives the
information needed to generate signals that control the packet assembly on
8-58 Cray Research Proprietary CMM-0602-0A0

Volume 2 of 2



CRAY T3D Hardware Reference Manual

(EE)

Block Transfer Engine

the EA option (refer to Figure 8-31). The EB option also determines
whether the destination PE number is virtual or logical, using lof il
destination PE number. If the destination PE number is virtual, the EB
option converts it into a logical PE number.

-
Dest _

EB Output Buffer Control

C e o o o e o oo ooy,
shift  [™] Compare [ Add '
"| virtual Virtual Base !
‘| Node Node Address !
+ | Number Number and '
, | to Align to Mask 10-bit ,
with to Virtual
'| Mask Generate Node !
' a 10-bit Number '
, Virtual and '
, Node Compare ,
Number to
! Configuration | *
' Masks '

PE Adjust Register

Convert Virtual Node Number to
Logical Node Number
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X Mask

x Base Node Address

x Configuration Mask

y Shift Count

y Mask

y Base Node Address

y Configuration Mask

z Shift Count

z Mask

z Base Node Address Rgﬁgﬁg;e

z Configuration Mask
Request [—

»| Channel

Control
Counter

- - - o

EA Output Buffers

Generate Parity

Routing X,Y,Z
> Tag >
Look-up
Table
Address
—_—
(EE) Data
(AJ/AK) >
Logical Destination
PE Number _
PE Select

Packet Generation Control‘

Hold Response Channel

Hold Request Channel

Source
Register

—9

MUX

Request
Command Channel

00 CPU1|| 00 CPUO

Request 0 | | Request 0

40 CPU1 || 40 CPUO

Request 1 Request 1

00 CPU1(| 00 CPUO
Response 0| |Response 0
40 CPU1 || 40 CPUO
Response 1| |Response 1

Generate Response/
Request Packets

Response
Command Channel

-

MUX

A-11676

Figure 8-31. EA Option, EB Option, and Routing Tag Look-up Table

The EB option sends the command, destination PE number, and packet
generation control to the EA option. The EB option also sends the

contents of its source PE number register to the EA option, and it sends
the logical PE number to the routing tag look-up table.
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The logical PE number is used to address a location in the routing tag
look-up table. This location contains the routing tag used to route the
request packet through the network. The routing tag is also sent to the EA
option.

At this point, the EA option has the local and remote addresses, the
command, the destination PE number, the source PE number, and the
routing tag. All of this information will be assembled into a request

packet. The EA option uses the packet generation control signals received
from the EB option to read the addresses out of the request buffer;
generate parity for the command, destination PE numabedrthe source

PE number; and assemble this information into a type 2 packet (refer to
Figure 8-32).

Routin . . .
g_ SRO Switch X Dimension
Tag Look XYZ Ack
up Table DL EA Output Buffers 3 | Negative —.| Negative
(EE) Address Generate Parity VC Select. 1 | Positive »| Positive
Data Determine | | || Resolve
(AJIAK) - Packet * oy 0 PE +, —, VC Conflict
Logical > or — 0VvCo
Destination Request 0 | | Request0 3 | swieh [ 1ves
PE Number R 9 q 2VC2
(EB) > 3VCl1
PE Select 40 cpU1 | | 40 cPUO 1
(EB) > | Request 1 Request 1 (PDIM) VCO
Packet Generation ~| [Positive y
Control _ Resolve Input
(EB) ™| oo cruz|| 00 cPuo Channel Conflict
Hold Response Response 0| | Response 0 0 PEIN, 1 MDIM, 2 PDIM
Channel 1
(EB) == (MDIM) VvCOo
Hold Request 40 CPU 1 40 CPU O > [Negative - Steer Data
(EB) :Channel Response 1| | Response 1
Request
Command ] \
Channel Generate Response/ (SR1)
(EB) > Request Packets Connector
Response
Command
Channel
(EB) >
* Packet Type 2
Routing Ta . . .
ing 7ad Note: PDIM = Positive Dimension
Destination PE Number MDIM = Negative (Minus) Dimension
Command
Remote Address
Remote Address
Source PE Number
Local Address
Local Address
A-11677
Figure 8-32. Request Packet Assembly
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Under the control of the EB option, the EA option sends the request
packets to the SR option that handles the X dimension of the interconnect
network. From the SR option, the response packet is transferred through
the network to the destination node.

NOTE: The number of request packets generated for the block transfer
will vary depending upon how many blocks of data are
transferred. For the remote read, each request packet will
retrieve 1 block of data.

When the request packet reaches the destination node, the EC and ED
options input the request packet. The ED option buffers the entire request
packet, except for the routing tag phit. The SR option continues to send
the packets to the EC and ED options as long as the EC option responds to
the SR option with an acknowledge signal. The EC option will not

respond with an acknowledge signal when the buffers on the ED option

are full (refer to Figure 8-33).
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EC Input Control
Memory Error
(EA) G/S Indexes [*| Memory Check > (EE)
ED Input Buffers
VC2
VoL 00 VvVCO-0 00 VC1-0 Data
. Request Request ————> (AJ/
VCO Go Read/Write Channel Channel AK)
> Command > Destination
Virtual Channel = > (AM) 40 VCO-1 | | 40 VC1-1 | b——nm—p (a\)
Control Request Request Command
Control Channel Channel > (AM)
Reference Counter > Add
BLT Response 00 VC2-0 00 VC3-0 ress
E > (EE) ™| | Response Response > (AM)
. Channel Channel CPU
Source | | | Compare Destination Command
and Source . 40 vC2-1 40VC3-1 Data
| Eror Response Response ————— (ECQ)
Check Parity > » (ED) Channel Channel
I BLT Reference Counter I__> (AM) Barrier Fan-out Circuitry
Performance Monitor (AR)
Network Data
SR2 Switch Z Dimension
3 | Negative —| Negative
T | Positive ;! Positive Acknowledge
: || Resolve
PI;/CO PD;tfrr_mr(l)(? VC Conflict
swich [ o — OVEO
o 1VvC3
2VC2
1 3vcl
VCO
Positive
Resolve Input
Channel Conflict
0 PEIN, 1 MDIM, 2 PDIM
1
Neg?a/tcii/% > Steer Data
\
A
Connector
A-11678
Figure 8-33. Input of Request Packet
The EC option receives the packet and examines it to determine the status
of the request. The EC option determines which PE of the node is
destined for the request; whether the request is a read or write request;
whether there are any parity errors on the command, address, and source;
and whether the packet arrived at the correct destination. When there is a
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network parity error or a destination error, the entire packet is written into
a message queue so that it can be examined to determine the cause of the
error.

The EC option services requests for both PEs and the BLT. If both PEs or
a PE and the BLT require servicing simultaneously, the EC option decides
which one to service first using round robin (rotating priorities)

arbitration. The EC option also generates the control that the ED option
uses to read the packet from its buffers.

As stated, the ED option buffers the incoming packets. As soon as the EC
option determines that one of the ED option’s buffers is full, it sends the
ED option the PE Active signal. This signal enables the ED option to read
the packet out of the buffer. Once the packet is read from the buffer, the
ED option checks the packet for network buffer parity errors. Next, the

ED option sends the command, remote address, local address, and source
PE number of the packet to the AM option.

From the command, the addresses, and the source PE number, the AM
option yields DRAM control signals and response header phits. The
DRAM control signals, along with the remote address, are sent to the AJ,
AK, and AE options (refer to Figure 8-34).
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AM PE Control AE DRAM Timing
. DRAM DRAM Control DRAM Control for Refresh
Arbitrate for DRAM Control
2-bit Counter _ ™ | Bank Select/CAS 0 Mask || Bank Select = x/CAS 0 Mask = 0
2-level Round Robin (PE 1) —> Chip Select/CAS 1 Mask || Chip Select = x/CAS 1 Mask =0
Write Enable/CAS 2 Mask| | Write Enable = 0/CAS 2 Mask = 0
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Bit 1 =0 PE and ] Write Enable = 0/CAS 2 Mask = 0
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‘ ‘
c S?t IUg DRAMd Timing Go Bank Generate CAS 0 - 3 CAS
ontrol ~ommands Parameters Latch in Control| | * Assert CAS for — > (DRAM)
from Configuration Inpage or Refresh
) . Set Bank Busy
Build Header Phits > (EA, tRAS, tSEND, _ 1st CP for Read
Command EB) tNEND, tCAS Start Timer ond CP for Write
Destination ‘ Generate WE RAS
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Upper Address - DRAM During the
Bank Reference Timer First CP of the
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Address Parameter Sent by AM . - Clears for WE (DRAM)
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AK
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AK DRAM Address
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AJ Bus Interchange, Buffering, and Multiplexing R700-709 (DRAM)
Word0 51-48,35-32,19-16,3-0,CB3-0
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Figure 8-34. Generation of DRAM Control and Response Packet Header Phits
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The AJ and AK options, along with the AE option, address the DRAM.
The AE option supplies the RAS, CAS, and WE to the DRAM. The AJ
and AK options supply the internal address. After the DRAM is
addressed, the AJ and AK options read the data from the DRAM.

The AM option generates a new command and destination PE number
using the command and source PE number phits of the request packet.
This information is sent to the EB option, and the local address is sent to
the EA option. The EA option buffers the address in the response buffer
until it is instructed to build a response packet by the EB option.

The AM option also instructs the AJ and AK options to send the data to
the EA option. The EA option buffers the data in the same response
buffer as the address. The EA option also receives the command and
destination PE number and the source PE number information from the
EB option (refer to Figure 8-35).
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AK
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Figure 8-35. Reading Data from the DRAM
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The EB option instructs the EA option to read the address and data out of

Block Transfer Engine

the response bidr; generate parity for the command, destination PE

number, and the source PE number; and assemble this information into a
type 6 response packet (refer to Figure 8-36). The EA option sends the

response packet to the SR option that handles the X dimension of the

interconnect network. From this option, the response packet is transferred

through the network, back to the source node.

SRO Switch X Dimension

Routing

Tag Look- XY 7

up Table |- — 5 EA Output Buffers
(EE) Address Generate Parity
(AJ/AK) D3 -

Logical

Destination 00 CPU1 00 CPUO

PE Number Request 0 Request 0
(EB) >

PE Select 40 cPU1 | | 40 cPUO
(EB) > Request 1 Request 1

Packet Generation

Control _
(EB) ™| oo crus|| 00 cPuo

Hold Response Response 0| | Response 0

h |

(EB) Channe

Hold Request 40 CPU1 | | 40 cPUO
(EB) :Channel Response 1| | Response 1

Request

Command

Channel Generate Response/
(EB) > Request Packets

Response

Command

Channel
(EB) >

* Packet Type 6

Routing Tag

Destination PE Number

Command

Remote Address

Remote Address

Source PE Number

Word 0

Word 1

Word 2

Word 3
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Ack -
3| | Negative [~ Negative
VC Select I | Positive -—l Positive
- Vo Determine Resolve
Packet *‘ PE PE +, —, VC Conflict
o or 0VvCo
3] [ Switch [ 1vcs
2VC2
1 3VC1
(PDIM) VCO
- Positive
Resolve Input
Channel Conflict
0 PEIN, 1 MDIM, 2 PDIM
1
MDIM VCO
( L Negative > Steer Data
] y l
Connector (SR1)
A-11681
Figure 8-36. Response Packet Assembly
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When the response packet reaches the source node, the EC and ED
options input the response packet. The ED option buffers the entire
response packet except for the routing tag phit. The SR option continues
to send the packets to the EC and ED options as long as the buffer on the
ED option is not full (refer again to Figure 8-33).

The EC option examines the response packet to determine which PE of the
node will receive the response; whether the response is a read or write
reference; whether there are any parity errors on the command, address,
and source; and whether the response packet arrived at the correct
destination. When there is a parity error or a destination, éneoentire

packet is written into a message queue so that it can be examined to
determine the cause of the error.

As soon as the buffer on the ED option is full, the EC option sends the ED
option a PE Active signal, which enables the ED option to read the packet
from the buffer. Once the packet is read from the buffer, the ED option
checks the packet for network buffer parity errors. Next, the ED option
sends the command, remote address, and source PE number of the packet
to the AM option. The data is sent to the AJ and AK options.

The EC option also notifies the EE option of the response. This
decrements the outstanding reference counter. When the counter equals
zero, the EE option sends a signal to the AR option to signify that fhe BL
reference is complete. This signal prompts the AR option to set the BLT
interrupt. The microprocessor polls this interrupt and responds
accordingly.

The AM option uses the command and address it receives from the ED
option to generate the memory control signals needed to write the data
into the DRAM. The DRAM control signals, along with the remote
address, are sent to the AJ, AK, and AE options (refer again to

Figure 8-34).

The AJ and AK options, along with the AE option, address the DRAM.
The AE option supplies the RAS, CAS, and WE to the DRAM. The AJ
and AK options supply the internal address. After the DRAM is
addressed, the AJ and AK options write the data to the DRAM.
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Remote Write

For a remote write operation, the BLT in the source node generates the
addresses and control that are needed for the request. The addresses
consist of a remote address and a local address. The control consists of a
command and a destination PE number. For more information on how the
BLT or EE option generates the address and control, refer to tAe “BL
Register Functions” subsection at the beginning of this section.

The BLT also generates the BLT Write Reference Request control signal
using bit O of the BLT control register. The BLT sends this signal to the
EC option. The EC option uses this signal to turn the BLT remote write
request into a BLT local read request (to do a BLT remote write, a local
read must take place first to retrieve the data). The EC option signals the
ED option to input the command, destination PE number, and local
address from the EE option (refer to Figure 8-37).

The EC option also activates the control signals Go Write Command and
Go Read Command that are sent to the AM option. These signals enable
the AM option to input the command, destination PE number, and local
address from the ED option.

The AM option uses the command, destination PE number, and local
address to set up for the local read and to set up for the BLT remote write.
To set up for the local read, the AM option arbitrates for the DRAM and
generates the DRAM control signals. The DRAM control signals are sent
to the AE option, and the local address is sent to the AJ and AK options.
To set up for the BLT remote write, the AM option arbitrates for a request
buffer in the EA option and for the outgoing channel. After a successful
arbitration, the AM option reserves the request buffer and the outgoing
channel for the BLT.

The AJ and AK options, along with the AE option, address the DRAM.
The AE option supplies the RAS, CAS, and WE to the DRAM. The AJ
and AK options supply the internal address. After the DRAM is
addressed, the AJ and AK options read the data from the DRAM. Next,
the AM option instructs the AJ and AK options to send the data to the EA
option where it is held in a request buffer.

When the EE option has permission to access a request buffer, it sends the
remote addresses to the EA option and sends the command and destination
PE number to the EB option. The EA optionfbtdg the address in the

request buffer.
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Figure 8-37. Control to Read the Remote Write Data from Local Memory
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The EB option inputs the command and destination PE number and
analyzes this information. From the command, the EB option derives the
information needed to generate signals that control the packet assembly on
the EA option. The EB option also determines whether the destination PE
number is virtual or logical using bit 12 the destination PE number. If

the destination PE number is virtual, the EB option converts it into a

logical PE number.

The EB option sends the command, destination PE number, and packet
generation control to the EA option. The EB option also sends the EA
option the contents of its source PE number register. The logical PE
number is sent to the routing tag look-up table.

The logical PE number is used to address a location in the routing tag
look-up table. This location contains the routing tag used to route the
request packet through the network. The routing tag is also sent to the EA
option.

At this point, the EA option has the remote addresses, the command, the
destination PE number, the source PE number, and the routing tag. All of
this information will be assembled into a request packet. The EA option
uses the packet generation control signals it received from the EB option
to read the remote address from the request buffer; generate parity for the
command, destination PE number, and source PE number; and assemble
this information into a type 6 packet.

Under the control of the EB option, the EA option sends the request
packets to the SR option that handles the X dimension of the interconnect
network. From this option, the response packet is transferred through the
network to the destination node.

NOTE: The number of request packets that are generated for the block
transfer will vary, depending upon how many blocks of data are
being transferred. For the remote write, each request packet will
transfer one block of data to the destination PE.

When the request packet reaches the destination node, the EC and ED
options input the request packet. The ED option buffers the entire request
packet except for the routing tag phit. The SR option continues to send
the packets to the EC and ED options until the buffer on the ED option is
full.

The EC option examines the request packet to determine which PE of the
node is destined for the request; whether the request is a read or write
request; whether there are any parity errors on the command, address, and
source; and whether the packet arrived at the correct destination.
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As soon as the EC option determines that the buffer on the ED option is
full, it sends the ED option a PE Active signal, which enables the ED
option to read the packet from the buffer. The ED option checks the
packet for network buffer parity errors and sends the command, remote
address, and source PE number of the packet to the AM option. The data
is sent to the AJ and AK options.

From the command, remote address, and source PE number, the AM
option yields DRAM control signals and response header phits. The
DRAM control signals, along with the remote address, are sent to the AJ,
AK, and AE options. Using the command and source PE number phits,
the AM option generates a new command and destination and sends this
information to the EB option.

The AJ and AK options, along with the AE option, address the DRAM.
The AE option supplies the RAS, CAS, and WE to the DRAM. The AJ
and AK options supply the internal address. After the DRAM is
addressed, the AJ and AK options write the data to the DRAM.

The EB option inputs the command and destination PE number from the
AM option and analyzes this information. From the command, the EB
option derives the information needed to generate signals that control the
packet assembly on the EA option. The EB option also determines
whether the destination PE number is virtual or logical, using lof il
destination PE number. If the destination PE number is virtual, the EB
option converts it into a logical PE number.

The EB option sends the command, destination PE number, and packet
generation control to the EA option. The EB option sends the logical PE
number to the routing tag look-up table. The logical PE number is used to
address a location in the routing tag look-up table. This location contains
the routing tag used to route the request packet through the network. The
routing tag is also sent to the EA option.

The EB option instructs the EA option to generate parity for the command
and destination PE number and assemble this information into a type 0
response packet. The EA option sends the response packet to the SR
option that handles the X dimension of the interconnect network. From
this option, the response packet is transferred through the network, back to
the source node.

When the response packet reaches the source node, the EC and ED
options input the response packet. The ED option buffers the entire
response packet, except for the routing tag phit. The SR option continues
to send the response packets to the EC and ED options as long as the
buffers on the ED option are not full.
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The EC option examines the response packet to determine which PE of the
node will receive the response; whether the response is a read or write
reference; whether there are any parity errors on the command; and
whether the response packet arrived at the correct destination.

The EC option notifies the EE option of the response. This causes a
decrement of the outstanding reference counter. When the counter equals
0, the EE option sends a signal to the AR option to signify that the BLT
reference is complete. This signal prompts the AR option to set the BLT
interrupt. The microprocessor polls this interrupt and responds
accordingly.
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Barrier synchronization provides a low-latency method of synchronizing
all or part of the processing elements (PEs) in the CRAY T3D system.
This section describes the functions and hardware of the registers,
circuitry, and signals used to perform barrier synchronization.

Functional Description

Barrier synchronization circuitry may perform two types of
synchronization: barrier and eureka. A barrier is an event initiated by
software that indicates when all of the PEs in the partition have reached
the same point in a program. A eureka is an event initiated by software
that indicates when at least one of the PEs in a partition has reached a
specified point in a program.

For example, during barrier synchronization, all of the PEs in a partition
may be performing identical matrix multiply computations in parallel,

using different segments of data. As each PE completes the computations,
it sets a signal that indicates it has reached the barrier. When the last PE
completes the computations and sets the barrier signal, all of the PEs in
the partition have their barrier signals set. This causes a barrier event,
which interrupts all of the PEs in the partition and enables them to begin
the next computational task.

During eureka synchronization, all of the PEs in a partition may be
performing a distributed data base search on different segments of data.

As soon as one PE finds the requested data, it sets a signal that indicates it
has reached the eureka. This causes a eureka event, which interrupts all of
the PEs in the partition so they may begin the next computational task.
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Logical Barrier Synchronization Circuits

Barrier Synchronization

9-2

The CRAY T3D system has 16 logical barrier synchronization circuits.
Each PE in the system has an input to each of the logical barrier
synchronization circuits.

Each PE contains two 8-bit registers called barrier register 0 (BSR0) and
barrier register 1 (BSR1). Figure 9-1 shows the format of BSR0O and
BSR1. Each bit in the barrier registers is an input to one of the 16 logical
barrier synchronization circuits.

15 87 0

Not Used Barrier Bits Barrier Register 0

15 87 0

Barrier Bits Not Used Barrier Register 1

Figure 9-1. Barrier Register O and Barrier Register 1

All of the logical barrier synchronization circuits function identically and
are independent. As an example, the following subsections describe the
function of the logical barrier synchronization circuit connected to bit 2 of
BSRO when it is used for barrier synchronization and for eureka
synchronization.

A logical barrier synchronization circuit is actually an AND-tree and
fan-out-tree circuit. Figure 9-2 shows a barrier synchronization circuit in
a simplified CRAY T3D system. This simplified system contains 16 PEs
inazZ=1,Y =4, X=2node shape.

Before the barrier synchronization begins, bit 2 of BSRO is reset to 0 in all
of the PEs. When a microprocessor reaches the barrier, the
microprocessor sets bit 2 of its BSRO to 1. This action sends a 1 to an
AND gate in the first layer of the AND tree.
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Figure 9-2. Simplified Barrier Synchronization Circuit
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The first layer of the simplified AND tree contains four AND gates. Each
AND gate receives signals from four PEs. For example, one AND gate
receives signals from the following four PEs which are located on the
same printed circuit board.

- PE00Qg
e PE 001
« PE01Qg
e PEO0lig

When all of the microprocessors set bit 2 of BSRO to 1, the output of each
of the four AND gates is 1.

The second layer of the simplified AND tree contains two AND gates.
Each AND gate receives signals from two of the AND gates in the first
layer of the AND tree. When the output of all AND gates in the first layer
of the AND tree is 1, the output of both AND gates in the second layer of
the AND tree is also 1.

The third layer of the simplified AND tree contains the final AND gate.
This AND gate receives signals from both AND gates in the second layer
of the AND tree. When the output of both AND gates in the second layer
of the AND tree are 1, the output of the final AND gate is 1. The output
of the final AND gate sends an input to the fan-out-tree circuit.

The first fan-out block in the simplified fan-out tree receives a 1 from the
final AND gate. After creating two copies of the 1, the first fan-out block
sends the 1's to the two fan-out blocks in the second layer of the fan-out
tree.

The two fan-out blocks in the second layer of the simplified fan-out tree
each create two copies of the 1. The two fan-out blocks in the second
layer of the fan-out tree then send the 1’s to four fan-out blocks in the
third layer of the fan-out tree.

The four fan-out blocks in the third layer of the simplified fan-out tree

each create two copies of the 1. The fan-out blocks in the third layer of
the fan-out tree then send the 1's to the sixteen PEs. This signals all of the
PEs in the system that all of the microprocessors have reached the barrier
and that the microprocessors may continue with other program
instructions.

The microprocessor monitors the output of the fan-out circuitry using one
of two methods: continuously looping on the barrier bit or setting the
barrier interrupt.
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In the first method, after the microprocessor sets bit 2 of BSRO to 1, the
microprocessor enters a loop that continuously checks the value of bit 2 of
BSRO. After receiving a 1 from the fan-out circuititye support circuitry

in the PE resets bit 2 of BSRO to 0. Because the PE constantly checks the
value of bit 2 of BSRO, the PE resumes its computational task as soon as
bit 2of BSRO is reset to 0.

In the second method, after the microprocessor sets bit 2 of BSRO to 1, the
microprocessor enables the barrier hardware interrupt. The
microprocessor may then issue program instructions that are not
associated with the barrieAfter receiving a 1 from the fan-out circuitry

the support circuitry in the PE resets bit 2 of BSRO to 0 and sets the barrier
interrupt. The barrier interrupt indicates to the microprocessor that all of
the microprocessors have reached the barrier.

The microprocessor enables the barrier hardware interrupt using the
hardware interrupt enable register (HIER) in the microprocessor and using
bit 3 of the system control register. More information on the system
control register is provided later in this section and in Section 10, “Control
and Status.”
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Eureka Synchronization

A logical barrier synchronization circuit may also perform eureka
synchronization. Each PE contains a register called the barrier
synchronization function register (BSFR). The BSFR register contains a
16-bit mask that indicates which bits of BSR0 and BSR1 are used for
eureka synchronization and which bits are used for barrier
synchronization.

Figure 9-3 shows the format of the BSFR. If a bit of the BSFR is setto 1,
the corresponding bit of BSRO or BSR1 is used for eureka
synchronization. If a bit of the BSFR is set to 0, the corresponding bit of
BSRO or BSR1 is used for barrier synchronization.

15 0

o
o
=
o
(=]
o
o
o
o
o
o
o
o
A
o
o

BSFR

15 87 v O
Not Used oj0|0|O|o|OfO

BSRO

o

15 87 0
of of o] o] o] o] 0 Not Used BSR1

' '

Bit 13 of BSR1 is Used for Bit 2 of BSRO is Used for
Eureka Synchronization Eureka Synchronization

o

Figure 9-3. BSFR Format

Before eureka synchronization begins, all of the microprocessors set bit 2
of their associated BSRO to 1. Because all of the inputs to the AND gates
in the AND tree are set to 1, the final AND gate sends a 1 to the fan-out
circuitry (refer to Figure 9-2). The fan-out circuitry then sends a 1 to all

of the PEs in the system, and eureka synchronization begins. (Itis a
software convention to use a different barrier bit in barrier synchronization
mode to ensure all of the microprocessors set the eureka bit to 1 before
eureka synchronization begins.)

When a microprocessor completes the process associated with the eureka,
the microprocessor resets bit 2 of the BSRO to 0. Because at least one of
the inputs to the AND gates is 0, the output of the final AND gate resets to
0. The fan-out circuitry then sends a 0 to the support circuitry in the PEs.
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When the PE is looping on bit 2 of BSRO, the PE terminates its current
task as soon as the support circuitry resets bit 2 of BSRO to 0. When the
barrier interrupt is enabled, the support circuitry sets the barrier interrupt
when the support circuitry resets bit 2 of BSRO to O.

Not all of the PEs in the system need to be part of a barrier or eureka
synchronization process. Each PE also contains a barrier synchronization
mask and interrupt (BSMI) register, which is used to enable or disable a
logical barrier synchronization circuit for a PE. The BSMI register
contains a mask that indicates which bits of BSR0O and BSR1 are enabled
for the PE.

Figure 9-4 shows the format of the BSMI. If a bit of the BSMI register is
set to 1, the corresponding bit of BSRO or BSR1 is enabled. If a bit of the
BSMI register is set to 0, the corresponding bit of BSRO or BSR1 is
disabled.

215 20
ojo|1|0|0f0O|Ofl0O]O]OfjOJO|O]1]0]|0O| BSMI Register

215 28 o7 v 20
Not Used oloJo]|olo|of o] o] BSRO

215 28 27 20

A
0] 0j0)0Of0f0]O]O Not Used BSR1

' '

Bit 13 of BSR1 is Enabled Bit 2 of BSRO is Enabled

Figure 9-4. BSMI Register Format

If a barrier register bit is disabled, the support circuitry automatically
sends a 1 to the input of the corresponding barrier synchronization circuit.
This prevents the disabled barrier bit from interrupting the function of the
barrier synchronization circuit for the other PEs in the partition.

Software may use the BSMI register to allow only a subset of PEs to use
one of the logical barrier synchronization circuits. For example, software
may set bit 2 of the BSMI register to 1 in only four PEs. In this case, only
these four PEs may use the logical barrier synchronization circuit
connected to bit 2 of BSRO. This creates a logical barrier partition among
the four PEs.
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Table 9-1 shows the effect of a bit from the BSFR and the BSMI register

on a bit in BSRO or BSR1. When the contents of BSRO are read, the value
returned represents bits 0 through 7 of BSR0. When the contents of BSR1
are read, the value returned represents bits 8 through 15 of BSR1 and bits

0 through 7 of BSRO.

CRAY T3D Hardware Reference Manual

Table 9-1. Effect of BSMI register and BSFR Bits

BSMI | BSFR
Bit Bit Synchronization
Value Value [ Writing to BSRO or BSR1 Reading from BSRO or BSR1 Type
0 0 No effect Returns a 1 Disabled
0 1 No effect Returns a 1 Disabled
Writing 1 indicates the Returns a 1 if waiting for
1 0 microprocessor has reached barrier to complete. Returns Barrier
the barrier. Writing 0 has no a 0 when barrier is complete.
effect.
Writing 1 indicates the Returns a 1 if waiting for
microprocessor is ready for eureka to occur. Returns a0
eureka synchronization. when eureka occurs.
1 1 Writing 0 indicates the Eureka

microprocessor has
completed the eureka
process.
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Physical Barrier Synchronization Circuits

Although each of the 16 bits in BSRO and BSR1 represents an input to a
logical barrier synchronization circuit, the CRAY T3D system does not
contain 16 physical barrier synchronization circuits. Instead, the system
contains 4 physical barrier synchronization circuits, and the 16 bits of
BSRO and BSR1 are time multiplexed.

Table 9-2 shows the input to each physical barrier synchronization circuit
during each clock period (CP). Four CPs are required for the physical
barrier synchronization circuits to receive input from all 16 bits in BSR0O
and BSR1.

Table 9-2. Physical Barrier Synchronization Circuit Inputs

Input Type First CP

Second CP Third CP Fourth CP

Input to physical barrier | Bit 0 of BSRO | Bit4 of BSRO | Bit 8 of BSR1 | Bit 12 of BSR1
synchronization circuit 0

Input to physical barrier | Bit 1 of BSRO | Bit5 of BSRO | Bit 9 of BSR1 | Bit 13 of BSR1
synchronization circuit 1

Input to physical barrier | Bit 2 of BSRO | Bit 6 of BSRO | Bit 10 of BSR1 | Bit 14 of BSR1
synchronization circuit 2

Input to physical barrier | Bit 3of BSRO | Bit 7 of BSRO | Bit 11 of BSR1 | Bit 15 of BSR1
synchronization circuit 3

Physical Partitions

CMM-0602-0A0
Volume 2 of 2

In a physical barrier synchronization circuit, each AND gate in the AND
tree is paired with a fan-out block in the fan-out tree. An AND gate and
fan-out block pair is called a bypass point. For example, Figure 9-5 shows
the bypass points in a simplified barrier synchronization circuit.

Software running in the host system can redirect the output of an AND
gate in a bypass point so that the output of the AND gate connects to the
fan-out block in the bypass point. Another memory-mapped register
called the network mode register (NODE_CSR), controls which AND
gates in the AND tree have their outputs redirected to the corresponding
fan-out block in a bypass point. More information on the NODE_CSR is
provided later in this section and in Section 10, “Control and Status.”
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Figure 9-6 shows the same barrier synchronization circuit as Figure 9-5;
however, the output of the AND gate in some of the bypass points is
redirected to the fan-out block in the bypass point. This partitions the
physical barrier synchronization circuit into three smaller circuits.
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Figure 9-6. Partitioned Barrier Synchronization Circuit

The first smaller barrier synchronization circuit contains a two-level AND
tree and a two-level fan-out tree. This circuit is created by redirecting the
output of the AND gate in bypass point OAO to the fan-out block in bypass
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point 0AQ. This smaller circuit operates identically to the barrier
synchronization circuit in Figure 9-5; however, this circuit receives an
input from and sends an output to only 8 of the 16 PEs in the system.

The second small barrier synchronization circuit contains a one-level
AND tree and fan-out tree. This circuit is created by redirecting the
output of the AND gate in bypass point 030 to the fan-out block in bypass
point 030. This smaller circuit operates identically to the barrier
synchronization circuit in Figure 9-5; however, this circuit receives input
from and sends an output to only 4 of the 16 PEs in the system.

The third small barrier synchronization circuit also contains a one-level
AND tree and fan-out tree. This circuit is created by redirecting the
output of the AND gate in bypass point 032 to the fan-out block in bypass
point 032. This smaller circuit operates identically to the barrier
synchronization circuit in Figure 9-5; however, this circuit receives input
from and sends an output to only 4 of the 16 PEs in the system.

In an actual CRAY T3D system, each physical barrier synchronization
circuit connects to all of the PEs in the system. The signals from the PEs
in the processing element nodes travel through several layers of bypass
points before arriving at the system bit. The signals from the PEs in the
I/O gateways travel through one bypass point and then to the system bit.
The signals from the PEs in the spare processing element nodes travel
directly to the final system bit.

For an example of system bypass points, in a 512-PE CRAY T3D system,
each physical barrier synchronization circuit contains a six-level AND tree
and six-level fan-out tree (refer to Table 9-3). The first level contains
bypass points that connect to the four PEs on a printed circuit board
(PCB). The remaining levels contain bypass points that connect to other
bypass points through the wiremat. More information on the actual
physical barrier synchronization circuits is provided in “Register

Mapping” later in this section.
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Table 9-3. Levels in a 512-PE Physical Barrier Synchronization Circuit
PE Nodes /10 Gateways
Bypass | Each Bypass Point Bypass | Each Bypass Point
Level | Name Points Receives an Input From: Points Receives an Input From:
1 PCB bypass 128 The four PEs on a PCB 8 The two PEs in an I/O
points gateway
> Wiremat 32 Four PCB bypass points NA NA
bypass points
3 Wiremat 8 Four level 2 bypass NA NA
bypass points points
4 Wiremat 4 Two level 3 bypass NA NA
bypass points points
. 1 Four level 4 bypass NA NA
5 Box bit points
The system bit receives an input from the box bit, the eight I/O gateway
6 System bit PCB bypass points, and the eight spare PEs. (Although the two spare PE
PCBs each contain a bypass point, they may not be used.)

The system administrator can redirect the output of the AND gate to the
fan-out block in any of the bypass points listed in Table 9-3. This creates
several types of barrier partitions. Figure 9-7 shows how the PE nodes in
a 512-PE CRAY T3D system are partitioned at each level of a physical
barrier synchronization circuit. The following paragraphs describe each

level of the physical barrier synchronization circuit.

CMM-0602-0A0
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Each bypass point in level 1 of the physical barrier synchronization circuit
connects to the 4 PEs on a PE PCB. If all 128 of the PCB bypass points
have the output of the AND gate redirected to the fan-out block, the PEs

in the system are divided into 128 4-PE groups (refer to “1” in
Figure 9-7).
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Figure 9-7. PE Node Bypass Point Partitions in a 512-PE CRAY T3D System
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Each bypass point in level 2 of the physical barrier synchronization circuit

connects to 4 PCB level 1 bypass points. If all 32 of these level 2 bypass

points have the output of the AND gate redirected to the fan-out block, the
PEs in the system are divided into 32 16-PE groups (refer to “2” in

Figure 9-7). More information on the bypass point numbering is provided

in “Register Mapping” later in this section.

Each bypass point in level 3 of a physical barrier synchronization circuit

connects to four level 2 bypass points. If all eight of these bypass points
have the output of the AND gate redirected to the fan-out block, the PEs
in the system are divided into eight 64-PE groups (refer to “3” in

Figure 9-7).

Each bypass point in level 4 of a physical barrier synchronization circuit
connects to two level 3 bypass points. If all four of these bypass points

have the output of the AND gate redirected to the fan-out block, the PEs
in the system are divided into four 128-PE groups (refer to “4” in

Figure 9-7).

The box bit bypass point in a physical barrier synchronization circuit
connects to the four level 4 bypass points. If the box bit bypass point has
the output of the AND gate redirected to the fan-out block, the PEs in the
system are in one 512-PE group (refer to “5” in Figure 9-7).

When a bypass point has the output of the AND gate redirected to the
fan-out block, the PEs in the barrier partition can still use all 16 bits in
BSRO and BSR1. However, because there are only 4 physical barrier
synchronization circuits, creating a barrier partition affects 4 of the 16 bits
in BSRO and BSR1.

For example, if a level 4 bypass point in physical barrier synchronization
circuit 2 has the output of the AND gate redirected to the fan-out bock, the
barrier partition contains 128-PEs. Because of this barrier partition, bits 2,
6, 10, and 14 of BSRO and BSR1 in each of these 128 PEs affects only the
128 PEs in the barrier partition. In the 128 PEs, these bits cannot be used
for system-level barrier or eureka synchronization.
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By redirecting the output of AND gates in different level bypass points,
the system administrator may divide a physical barrier synchronization
circuit into a combination of the previously described barrier partitions.
Also, as described in Section 6, “Addressing,” the system administrator
may divide the PE nodes in the system into different user partitions. The
number and shape of the PEs in a barrier partition may not exactly match
the number and shape of the PEs in a user partition.

For example, in a 512-PE CRAY T3D system, when the output of an AND
gate in a level 3 bypass point is redirected to the fan-out block, the barrier
partition contains 64 PEs (32 nodes). These 64 PEs may actually be two
32-PE (16 node) user partitions. In this case, the operating system must
use the BSMI register to disable some of the bits in BSR0O and BSR1 for
half of the PEs and enable these bits for the remaining PEs in the barrier
partition.

Timing

When a physical barrier synchronization circuit is divided into barrier
partitions, the time needed for a bit to propagate through each physical
barrier synchronization circuit is not consistent. A memory-mapped
register called the barrier timing (BAR_TMG) register controls the timing
of signals for each physical barrier synchronization circuit. More
information on the BAR_TMG register is provided in the following
subsection.

Register Mapping

The following subsections describe the addressing and bit assignments for
the memory-mapped registers (hereafter referred to as registers) used for
barrier and eureka synchronization in the CRAY T3D system. Each
subsection also provides a brief summary of the function of the register

Table 9-4 is a summary of the barrier synchronization registers and their
names. Table 9-4 also lists the partial physical address of each register as
it appears on the address pins of the microprocessor.
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Table 9-4. Barrier Synchronization Registers

Register

Address Name Direction Description
10108000, | BSRO Read or write | Barrier synchronization register 0
1090C0004 | BSR1 Read or write | Barrier synchronization register 1
1041C0004¢ | BSFR Write Barrier synchronization function register
10418000:¢ | BSMI Read or write | Barrier synchronization mask and interrupt
10404000, | BAR_TMG Write Barrier timing and refresh register
106E00001 | NODE_CSR | Write Network mode register

NOTE: Because of multiplexed data paths, when one PE in a processing

Because the virtual address is defined by software, the addresses for each
of the registers are given according to the partial physical address as it

element node is modifying the contents of the NODE_CSR

register, the other PE in the node must not attempt to modify any
of the shared registers at the same time. The shared registers
include the X_WHOAMI, LPE_XLATE, ROUTE_LO,

ROUTE_HI, NET_ENA, NET_PFM, NODE_CSR, and BL
registers.

appears on the pins of the microprocessor.

Bit 3 (enable BSRO interrupt bit) of the system control regiterBSFR,

and the BSMR are independent and may be written to in any order. When
a PE is reset, the value of bit 3 of the SCR is 0, and bits 0 through 15 in
BSRO and BSR1 are setto 1's.

CMM-0602-0A0
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Barrier Synchronization Register 0
Address 10108000 14

Barrier synchronization register 0 (BSRO) is an 8-bit, readable and
writable, general access register. BSRO contains the 8 least significant
barrier bits for a PE. When read from, the value of BSRO represents the
value of bits 0 through 7 of BSR0O. The remaining bits are not valid.

Figure 9-8 shows the bit assignments for the BSRO address as they appear
on the address pins of the microprocessor.

HEX 1 0 1 0 8 0 0 0

. 228| 227| 226| 225| 224 223 222| 221| 220] 219| 218| 217| 216| 215] 214 | 213| 212] 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20
Binary

1] x| x| x| x| x|x]O0 11 0] 0| O O) 1] 0| x| x X| x |IX x| x| x| x|x|x|x]|x] x

NOTE: x = Don'’t Care

Figure 9-8. Barrier Synchronization Register O Address Bit Format

Table 9-5 shows the bit format of BSRO and describes each bit of the
register.

Table 9-5. BSRO Format

Bits Name

0 Barrier bit O

Barrier bit 1

Barrier bit 2

Barrier bit 3

Barrier bit 4

Barrier bit 5

Barrier bit 6

N~Njlo|lou]lh~r]lW]IDN]|EF

Barrier bit 7

63 -8 These bits are not used.
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Barrier Synchronization Register 1
Address 1090C000 ¢

Barrier Synchronization

Barrier synchronization register 1 (BSR1) is an 8-bit, readable and

writable, general access register. BSR1 contains the 8 most significant
barrier bits for a PE. When read from, the value of BSR1 represents the

value of bits 8 through 15 of BSR1 and 0 through 7 of BSRO. The
remaining bits are not valid.

Figure 9-9 shows the bit assignments for the BSR1 address as they appear

on the address pins of the microprocessor.

HEX 1 0 9 0 C 0 0
Bi 228| 227| 226| 225 224| 223| 222| 221 220] 219 218| 217| 216| 215| 214 | 213| 512| 11| 210 [ 29[ 28] 27| 26| 25| 24| 23 | 22| 21| 20
Inary

1| x X Xx|1|x|O0] 1 010 Of Of 2] 2 x|x | x| X |X|xX]|] X|[x]|x|x|x]|x]x] X

NOTE: x = Don’'t Care

Figure 9-9. Barrier Synchronization Register 1 Address Bit Format

CMM-0602-0A0
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Table 9-6 shows the bit format of BSR1 and describes each bit of the

register.
Table 9-6. BSR1 Format
Bits Name
These bits are not used; however, when BSR1 is
7-0 read, these bits contain the value of bits 7 through 0
of BSRO.
8 Barrier bit 8
9 Barrier bit 9
10 Barrier bit 10
11 Barrier bit 11
12 Barrier bit 12
13 Barrier bit 13
14 Barrier bit 14
15 Barrier bit 15
63— 16 These bits are not used.

Cray Research Proprietary
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Barrier Synchronization Function Register
Address 1041C000 ¢

The barrier synchronization function register (BSFR) is a 16-bit,
write-only, system privileged register. The BSFR contains a 16-bit mask
that indicates which bits of BSR0O and BSR1 are used for barrier
synchronization and which bits are used for eureka synchronization.

Figure 9-10 shows the bit assignments for the BSR1 address as they
appear on the address pins of the microprocessor.

HEX 1 0 4 1 C 0 0 0

. 228| 227| 226| 225| 224 223 222| 221| 220] 219| 218| 217| 216| 215] 214 | 213| 212] 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20
Binary

1] x| x| x| x|x|{1]0 O0fO0JO0] O] 2| 2| 12]|x]X X| x |IX x| x| x| x|x|x|x]|x] x

NOTE: x = Don'’t Care

Figure 9-10. Barrier Synchronization Function Register Address Bit Format

Table 9-7 shows the bit format of the BSFR and describes each bit of the
register.

Table 9-7. BSFR Format

Bits Description

These bits indicate which bits of BSRO are used for eureka or
barrier synchronization. For example, when bit 2 of the BSFR is
7-0 set to 1, bit 2 of BSRO is used for eureka synchronization. When
bit 2 of the BSFR is set to 0, bit 2 of BSRO is used for barrier
synchronization.

These bits indicate which bits of BSR1 are used for eureka or
barrier synchronization. For example, when bit 12 of the BSFR
15-8 is set to 1, bit 12 of BSR1 is used for eureka synchronization.
When bit 12 of the BSFR is set to 0, bit 12 of BSR1 is used for
barrier synchronization.

63 - 16 These bits are not used.
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Barrier Synchronization Mask and Interrupt Register
Address 10418000 14

Thebarrier synchronization mask and interrupt (BSMI) register is a

16-bit, readable and writable, system privileged register. When written to,
the BSMI register indicates which bits in BSR0O and BSR1 are enabled for
use by the PE. When read from, the BSMI register provides the current
state of the barrier interrupts from BSRO and BSR1 and then clears the
interrupts.

Figure 9-11 shows the bit assignments for the BSMI register address as
they appear on the address pins of the microprocessor.

HEX 1 0 4 1 8 0 0 0
Bi 228| 227| 226| 225 224| 23| 222| 221| 220] 219 218| 217| 216| 215 214 | 213| 912| 11| 210 [ 29[ 28| 27| 26| 25| 24| 23 | 22| 21| 20
Inary

1] x| x| x| x| x| 21210 O] OfO] O 2| 2O x| x| x| x [x|x]| x|x|x]x|x]x]|x| x

NOTE: x = Don't Care

Figure 9-11.Barrier Synchronization Mask and Interrupt Register Address Bit Format

CMM-0602-0A0
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The BSMI register has a different bit format when written to than it does
when read from. Table 9-8 shows the bit format of the BSMI register
when it is written to and describes each bit of the register. The BSMI does
not mask a write to the BSFR. All 16 barrier bits for a barrier
synchronization memory-mapped register are always transferred from the
microprocessor to a register.

Table 9-8. BSMI Register Write Format

Bits Name

These bits indicate which bits of BSRO are enabled for use by
the PE. For example, when bit 2 of the BSMI register is set to 1,
7-0 bit 2 of BSRO is enabled for use by the PE. When bit 2 of the
BSMI register is set to 0, bit 2 of BSRO is disabled and cannot
be used by the PE.

These bits indicate which bits of BSR1 are enabled for use by
the PE. For example, when bit 12 of the BSMI register is set to
15-8 1, bit 12 of BSR1 is enabled for use by the PE. When bit 12 of
the BSMI register is set to 0, bit 12 of BSR1 is disabled and
cannot be used by the PE.

63 - 16 These bits are not used.
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Table 9-9shows the bit format of the BSMI register when it is read from
and describes each bit of the register.

Table 9-9. BSMI Register Read Format

Bits Description

13-0 These bits are not valid.

This bit reflects the current state of the barrier interrupt

14 associated with bits 7 through 0 of BSRO.
15 This bit reflects the current state of the barrier interrupt
associated with bits 15 through 8 of BSR1.
63 - 16 These bits are not valid.

The support circuitry sets the barrier hardware interrupt when a barrier or
eureka synchronization operation completes. The value of bit 3 (enable
BSRO interrupt bit) in the system control register (SCR) controls which
barrier bits trigger the barrier hardware interrupt.

When set to 1, bit 3 of the SCR signals the support circuitry to set the
barrier hardware interrupt if a barrier associated with BSRO or BSR1
occurs. When set to 0, bit 3 of the SCR signals the support circuitry to set
the barrier hardware interrupt only if a barrier associated with BSR1
occurs. In this case, the barrier interrupt triggered by the barrier bits in
BSRO is disabled.

After the support circuitry sets the barrier hardware interrupt, the
microprocessor must read the BSMI register to determine whether the
interrupt was associated with BSR0O or BSR1. When the microprocessor
reads the value of the BSMI register, the support circuitry clears both the
interrupt associated with BSRO and the interrupt associated with BSR1.

If a barrier interrupt occurs while the microprocessor is reading the BSMI
register, the interrupt still occurs and is not cleared. The microprocessor
must then read the value of the BSMI register again to determine whether
the interrupt was associated with BSRO or BSR1 and to clear the interrupt.

More information on the system control register and the barrier hardware
interrupt is provided in Section 10, “Control and Status.”
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Barrier Timing and Refresh Register
Address 10404000 14

Thebarrier timing and refresh (BAR_TMG) register is a 12-bit,
write-only, system privileged register. The BAR_TMG register controls
the timing of each physical barrier synchronization circuit.

Figure 9-12 shows the bit assignments for the BAR_TMG register address
as they appear on the address pins of the microprocessor.

HEX 1

0

28
Binary 2

1

227

X

226

X

225

X

224

X

223 222| 221] 220[ 219] 218| 217| 216]| 215]| 214|213 212| 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20

X110 O OJO| O] O Of 2 | x|x | x| x |x|x]| x|{x|x|x|x|x]x]| x

NOTE: x =Don't Care

Figure 9-12. Barrier Timing and Refresh Register Address Bit Format

Table 9-10 shows the bit format of the BAR_TMG register and the
following paragraphs describe the function of bits O through 7 of the
BAR_TMG register. More information on bits 8 through 11 of the
BAR_TMG register is provided in Section 10, “Control and Status.”

Table 9-10. BAR_TMG Bit Format

Bits Description
1-0 These bits control the timing for physical barrier synchronization circuit O.
3-2 These bits control the timing for physical barrier synchronization circuit 1.
5-4 These bits control the timing for physical barrier synchronization circuit 2.
7-6 These bits control the timing for physical barrier synchronization circuit 3.
11-8 These bits control the DRAM refresh timing.
63 -12 These bits are not used.

CMM-0602-0A0
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Because a physical barrier synchronization circuit may be divided into
partitions, the total time for a bit to propagate through the circuit is not
constant. This timing inconsistency may cause a bit to be in the wrong
position when BSRO or BSR1 is read. For example, if the timing is not set
up correctly for physical barrier synchronization circuit 0, a bit that was
originally written to the O bit location in BSR0O may appear in the 4 bit
location of BSRO when BSRO is read.
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The following procedure sets the BAR_TMG timing value for physical
barrier synchronization circuit O in the PEs of a barrier partition. Before
performing the procedure, disable the barrier hardware interrupt to the
microprocessors.

1.

Write a value of 1113 to the BSMI register in all of the PEs to
enable barrier bits 0, 4, 8, and 12.

Write a value of 1133 to the BSFR in all of the PEs to set barrier
bits 0, 4, 8, and 12 to eureka mode.

Write a value of 1133 to BSRO and BSRL1 in all of the PEs to start
the eureka process.

In one of the PEs, write a value of 1{4i® BSRO to indicate that bit
0 has completed a eureka.

In each of the PEs, read the value of BSR1, which contains the value
of all 16 barrier bits. Also apply a software mask so that the only

bits read are 0, 4, 8, and 12 and the remaining bits are setto 0. The
value read from BSR1 may be 1130110%g, 101k, or 01136 If

the value is 1114, the timing is set up correctly. If the value is not
1110, increment bits 0 and 1 of the BAR_TMG register by 1 and
read the value of BSR1 again.

If the value read from BSR1 is now 1330the timing is set up
correctly. If the value is not 1131§) increment bits 0 and 1 of the
BAR_TMG register by 1 and read the value of BSR1 again. This
process must be repeated until the value read from BSR1 igg1110
but should not need to be performed more than four times.
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This procedure may be used to set the timing for any of the physical
barrier synchronization circuits in a barrier partitiorabl€ 9-11 lists the
barrier bits affected and the write pattern for each physical barrier
synchronization circuit.

Table 9-11. Timing Procedure Values

Physical Barrier
Synchronization Write
Circuit Barrier Bits Pattern
0 12,8,4,and 0 111046
1 13,9,5,and 1 222044
2 14,10, 6,and 2 | 444044
3 15, 11, 7, and 3 888016

Network Mode Register
Address 106E0000 14

The network mode (NODE_CSR) register is a 14-bit, write osygtem
privileged register. The NODE_CSR enables or disables several types of
error checking in the network interface and the BLT. The NODE_CSR is
also used to patrtition the physical barrier synchronization circuits.

Figure 9-13 shows the bit assignments for the NODE_CSR address as
they appear on the address pins of the microprocessor.

HEX 1 0 6 E 0 0 0 0

Bi 228| 227| 226| 225| 224| 23| 222| 221| 220] 219 218| 217| 216| 215 214 | 213| 512| 11| 210 [ 29[ 28| 27| 26| 25| 24| 23 | 22| 21| 20
Inary

11 x| x| x| x x| 21212 0] 2] 1] 21 O x| x| x| x| x| x [x|x]| x|x]|x|x]|x|x]|x]|] x

NOTE: x =Don't Care

Figure 9-13. Network Mode Register Address Bit Format

Either PE in a node can write to the NODE_CSR. Software must
determine which PE in the node sets the parameters for the NODE_CSR.
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Table 9-12 shows the bit format of the NODE_CSR register, and the
following subsections describe bits 11 through 13 of the register. For
more information on the NODE_CSR register, refer to Section 10,
“Control and Status.”

Table 9-12. NODE_CSR Bit Format

Bits Description

10-0 These bits are used for control and status.

11 Barrier synchronization partition bit (PCB bypass n)
12 Barrier synchronization partition bit (PCB bypass n+1)
13 Barrier synchronization partition bit (wiremat bypass)

63-14 These bits are not used.

Partition

Bit 11 of the NODE_CSR controls a level 1 bypass point in physical
barrier synchronization circuit 0 or 2. The physical circuit controlled
depends on which node the NODE_CSR register is located in and on
which PCB the node resides. Bit 11 of the NODE_CSR also controls a
different type of bypass in a PE node or spare PE node than it does in an
I/O gateway.

The output signals for each physical barrier synchronization circuit are
located on the same side of a module even though the Y and Z sides of
PCB 1 (b) are opposite the Y and Z sides of PCB 0 (a) when placed on the
module. For example, the output signals for physical barrier
synchronization circuit O from both PCBs are located on the Y side of a
module. (For more information on the PCBs and modules, refer again to
“Physical PE Number Register” in Section 6, “Addressing.”)
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Because the signals are always on the same side of a module, the node on
a PCB (node 0 or node 1) that controls a level 1 bypass point changes
depending on whether the node is on PCB 0 or PCB 1. Table 9-13 lists the
different values of node numbers and shows the corresponding physical
barrier synchronization circuit that is controlled by bit 11 of the
NODE_CSR in a PE node.

Table 9-13. Bit 11 of NODE_CSR in a Processing Element Node

Bits 7 — 4 of the
Processing Element
Node Number (from the
P_WHOAMI register) Bit 11 of the NODE_CSR Control Signals for:

xx00 Physical barrier synchronization circuit O
xx01 Physical barrier synchronization circuit 2
xx10 Physical barrier synchronization circuit 2
xx11 Physical barrier synchronization circuit O

When bit 11 of the NODE_CSR is set to 0, the output of an AND gate in a
level 1 bypass point is redirected to the fan-out block in the bypass point.
When bit 11 of the NODE_CSR is set to 1, the output of an AND gate in a
level 1 bypass point is redirected to a second level bypass point.

Each level 1 bypass point for the processing element nodes receives four
inputs. Each input is from one of the four PEs on a PCB.

Figure 9-14 shows a four-PE barrier partition in physical barrier
synchronization circuit 0. To create this four-PE barrier partition, bit 11 of
the NODE_CSR must be set to 0 in the node with a physical node number
of 402, (which corresponds to physical PE 4f8r 403¢). If bit 11 of

the NODE_CSR in this node is set to 1, the output of the AND gate shown
in Figure 9-14 is directed to a level 2 bypass point.

CMM-0602-0A0 Cray Research Proprietary 9-27
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N ( N ( ™
Physical PE Physical PE Physical PE Physical PE
402 403 412 413
VAN J . J
1
1-to-4
AND Fanout
Barrier Bit
0,4,8,0r12

(402) A-11702

Figure 9-14. Four-PE Barrier Partition in Physical Barrier
Synchronization Circuit O

Every PE PCB contains four level 1 bypass points (one for each physical
barrier synchronization circuit). Each bypass point is given a name that
corresponds to the physical node that controls the bypass point.

For example, Figure 9-14 shows the bypass point 402. This indicates that
the bypass is on the PCB that contains physical PEs 402, 403, 412, and
413. The bypass is controlled by setting bit 11 of the NODE_CSR in
physical PE 402 or physical PE 403 to a 0.

Like in the PE nodes, bit 11 of the NODE_CSR in a spare PE node
controls a level 1 bypass point in physical barrier synchronization circuit O
or 2. Also like the PE nodes, the output signals for a physical barrier
synchronization circuit are on the same side of a spare PE module.

Table 9-14 lists the different values of node numbers and shows the
corresponding physical barrier synchronization circuit that is controlled by
bit 11 of the NODE_CSR in a spare PE node.

CMM-0602-0A0
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Table 9-14. Bit 11 of NODE_CSR in a Spare Processing Element Node

Bits 7 — 4 of the Spare
Processing Element Node
Number (from the P_WHOAMI
register) Bit 11 of the NODE_CSR Control Signals for:
xx00 Physical barrier synchronization circuit O
xx01 Physical barrier synchronization circuit 2
xx10 Physical barrier synchronization circuit 2
xx11 Physical barrier synchronization circuit O

Figure 9-15 shows a spare-PE barrier partition in physical barrier
synchronization circuit 0. To create this spare-PE barrier partition, bit 11
of the NODE_CSR must be set to 0 in the node with a physical node
number 90@g. If bit 11 of the NODE_CSR in this node is set to 1, the
output of the AND gate shown in Figure 9-15 is directed to the system bit.

[ N N\ [ V4 )
Physical PE Physical PE Physical PE Physical PE
90C 90D 91C 91D
. AN J . AN J
% “
1
1-to-4
AND Fanout
Barrier Bit
0,4,8,0r12
(90C)
A-11703

Figure 9-15. Spare PE Node Barrier Partition in Physical Barrier
Synchronization Circuit O
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Like in the PE nodes, bit 11 of the NODE_CSR controls a level 1 bypass
point in physical barrier synchronization circuit O or 2; howgther level

1 bypass point in an 1/0O gateway only receives input from two PEs (one in
the input node and one in the output node).

Also like the PE nodes, the output signals for a physical barrier
synchronization circuit are always on the same side of an 1/0O module.
Table 9-15 lists the different values of node numbers and shows the
corresponding physical barrier synchronization circuit that is controlled by
bit 11 of the NODE_CSR in an input node or output node of an 1/0
gateway.

Table 9-15. Bit 11 of NODE_CSR in an I/0O Gateway

Bits 7 — 4 of the /0O Node
Number (from the
P_WHOAMI register) Bit 11 of the NODE_CSR Control Signals for:

xx00 (Input) Physical barrier synchronization circuit O
xx01 (Output) Physical barrier synchronization circuit 2
xx10 (Input) Physical barrier synchronization circuit 2
xx11 (Output) Physical barrier synchronization circuit O

Figure 9-16 shows an I/O gateway barrier partition in physical barrier
synchronization circuit 0. To create this partition, bit 11 of the
NODE_CSR must be set to 0 in the output physical nodedC30bit 11

of the NODE_CSR in this node is set to 1, the output of the AND gate,
shown in Figure 9-16, is directed to the final system-level AND gate
(system bit).
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C20 C30
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(C30) '

A-11704

Barrier Synchronization

Figure 9-16. 1/0O Gateway Barrier Partition in Physical

Barrier Synchronization Circuit O
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Barrier Synchronization Partition

Bit 12
Bit 12 of the NODE_CSR operates identically to bit 11 of the
NODE_CSR; however, bit 12 of the NODE_CSR controls the level 1
bypass for physical barrier synchronization circuit 1 or 8bld 9-16 lists
the different values of node numbers and shows the corresponding
physical barrier synchronization circuit that is controlled by bit 12 of the
NODE_CSR in a processing element node or a spare processing element
node.
Table 9-16. Bit 12 of NODE_CSR in a PE Node or Spare PE Node
Bits 7 — 4 of the
Processing Element
Node Number (from the
P_WHOAMI register) Bit 12 of the NODE_CSR Control Signals for:
xx00 Physical barrier synchronization circuit 1
xx01 Physical barrier synchronization circuit 3
xx10 Physical barrier synchronization circuit 3
xx11 Physical barrier synchronization circuit 1
Table 9-17 lists the different values of node numbers and shows the
corresponding physical barrier synchronization circuit that is controlled by
bit 12 of the NODE_CSR in an input or output node of an 1/0O gateway
Table 9-17. Bit 12 of NODE_CSR in an I/0O Gateway
Bits 7 — 4 of the 1/O
Node Number (from the
P_WHOAMI register) Bit 12 of the NODE_CSR Control Signals for:
xx00 (Input) Physical barrier synchronization circuit 1
xx01 (Output) Physical barrier synchronization circuit 3
xx10 (Input) Physical barrier synchronization circuit 3
xx11 (Output) Physical barrier synchronization circuit 1
9-32 Cray Research Proprietary CMM-0602-0A0
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Barrier Synchronization Partition

Bit 13
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Bit 13 of the NODE_CSR controls one bypass point in one of the physical
barrier synchronization circuits. This bit is only used in specific PE nodes
and has no effect in an I/O gateway or a spare PE node.

When set to 0, bit 13 redired¢t®e output of the AND gate in the bypass

point to the fan-out block in the bypass point. When set to 1, bit 13 directs
the output of the AND gate in the bypass point to the next level bypass
point.

As an example, Figure 9-17 shows a few of the bypass points for physical
barrier synchronization circuit O in a CRAY T3D system. When bit 13 of
the NODE_CSR is set to 0 in physical node gpthe output of the AND

gate in bypass point 2A is redirected to the fan-out block in bypass point
2A. This creates a 64-PE barrier partition.

PCB
400 —
*402 — 2A0 |—
500 —
502 — 500
404 —
406 —
504 —| 2A1
506 — 504 | |4
2A
600 —| J__ 400
602 — 272
700 —
702 — 700 KEY
604 — 2A < Bypass Number
982 _|2A3 |- 400 [<*— Physical Node Number
706 —_704 (HEX number — P_WHOAMI)

+ The PCB bypass points are controlled by bit 11 or bit 12 of the NODE_CSR
For an example of this PCB bypass, refer again to Figure 9-14.

Figure 9-17. Bypass 2A
Information on the locations of the bypass points for each of the four
physical barrier synchronization circuits in each configuration of the

CRAY T3D system is provided in the manual, “CRAY T3D
Configurations.”
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Hardware Description

The hardware that makes up the barrier synchronization circuitry sets and
clears the appropriate barrier register bits as specified by the
microprocessor and performs the fanin and fanout of the barrier bits. The
following subsections describe this hardware.

Physical Barrier Synchronization Circuitry

The options that contain the barrier synchronization circuitry are the AR
option, the ED option, and the BC option.

AR Option

The AR option contains the two barrier registers, BSR0O and BSR1. Refer
to Figure 9-18. When a microprocessor arrives at a barrier in a program,
the microprocessor signals the AR option to set a specific barrier bit. This
barrier bit remains set until the AR option receives a 1 on the appropriate
barrier channel input. This 1 indicates that the barrier has been reached by
all of the other microprocessors. After receiving this signal, the AR

option clears the appropriate barrier bit and, if enabled, sets the barrier
interrupt. When the microprocessor reads the barrier interrupt and finds it
set, the microprocessor knows that a barrier synchronization operation is
complete. The microprocessor then reads the BSR0 and BSR1 registers to
determine which barrier completed. After determining which barrier
completed, the microprocessor continues with the appropriate program
code.
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AR Option
MUX
Barrier Barrier Receive Read from
(ED) Channel In Assembly Stage >  BRAS > > (Proc)
- ¥ When
(BRAS) | Eureka
When BRAS Receives _
a 1, the Respective DCD
Barrier Bit is Cleared
Command
(AM) Channel Load BSRO _ Bari
s arrier
(Proc) gsrﬂrr?:r:?j » Barrier Register 0 » Channel
—> Out
(AM) Channel Load BSR1 | - 1&-50)-(4 - » (ED)
(Proc) CPU Data »| Barrier Register 1 >
—> DCD
Barrier Mask Register

Barrier Function Register

Barrier Timing Register

Barrier Interrupt

System Control Register > — (Proc)

Bit 3 — Enable Barrier Interrupt

A-11716

Figure 9-18. Barrier Synchronization Circuitry within the AR Option

The AR option also contains the barrier mask register, the barrier function
register, and the barrier timing register. For more information about these
registers, refer to the “Register Mapping” subsection within this section
and to the subsection, “AR Option” in Section 10, “Control and Status.”
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ED Option
There are two ED options on each PCB. These ED options contain the
AND (fan-in) tree and the fan-out tree circuitryhese options are EDO
and ED10. Refer to Figure 9-19. For the AND tree, the ED options
perform a 4-to-1 fanin of the barrier bits. The 4-to-1 fanin is a 5-level
AND tree that makes it possible to AND all of the microprocessors’
barrier bits together in a reasonable amount of time.
ED10 Barrier Channel
Data N+ 2 CN)
EDO
Barrier Data N — N + 3 ~N— Barrier Channel
(ARO) Barrier Data N— N + 3 - Data N +3 (CN)
(ARY) . rrier Data N— N + 3 - MUX
(ARlO) arrier Data N — -
(AR14) Barrier DataN—N + 3
(Forced 0) PC Board Select DCD
[Delay] —
—— ¢
Barrier Channel
] ™ MUX Data N _
Chassis Delay Enable > —— : (CN)
(Forced) - > DCD ) > Barrier Channel
(EE) Barrier Channel Bypass Y Data N+ 1 ~ (CN)
> Barrier Channel
Node N, N + 1 Result Bits Result Data » (ED)
(CN) ’ » MUX
[[Deiay] -
Plus Clock Delay Enabl
(Forced) us Clock Delay Enable DCD

Barrier Channel 4-to-1 Input

(CN) - > Barri
Barrier Channel 4-to-1 Input arrier 4-to-1

(CN) P > } Fanin o
Barrier Channel 4-to-1 Input > (CN)

(CN) Barrier Channel 4-to-1 Input - \
N = arier Channel B g /| |s
(EE) arrier Channel Bypass . P)(;?ne;ss Barrier 1-to-4
Fanout -
_ | < > (CN)
Barrier Channel 1-to-4 Input ) > (CN)
€N y (CN)
> (CN
Barrier Channel (CN)
Result Barrier Bits l—: l Results (AR)
Result Barrier Bits _ Barrier Channel
(ED) > Results
(Forced 0) PC Board Select =] DCD (AR)
A-11717
Figure 9-19. Barrier Synchronization Circuitry within the ED Options
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BC Option

Barrier Synchronization

For the fan-out tree, the ED options perform a 1-to-4 fanout of the barrier
bits. The fanout also requires 5 levels.

As stated in the “Physical Partitions” subsection, each AND gate in the
AND tree is paired with fan-out circuitry in the fan-out tree. This AND
gate and fan-out circuitry is called a bypass point. Refer again to
Figure 9-19. The bypass point is enabled when the Barrier Channel
Bypass signal is setto a 1. The bypass point enables the output of the
4-to-1 fan-in circuitry to be redirected to the 1-to-4 fan-out circuitry

The BC options are located on the system module. These options receive
the final barrier bits from the AND trees of the processing element
modules, the 1/0 modules, and the redundant processing element module.
Refer to Figure 9-20. The BC options perform the final AND of the

barrier bits and fan out the result back to the processing element modules,
the I/O modules, and the redundant processing element module.

BC1 n+0, n+1
BCO n+2, n+3
00 Box 0
. 01 Box1
(FOfCed) Chassis ID 10 Box 2
11 Box 3
Chip Location =
(Forced) P 1= BCL
0= BCO
Number of
Chassis in the
System 01 =1 Chassis
(Forced) 10 = 2 Chassis
11 = 4 Chassis
Barrier Input from
Processing Element
(CN) Modules
. Fanout to
Barrier Input from Processing Element
I/0 Modules and —>_\ Modules
Barrier Input from ’ > (CN)
Redundant ™ }
Processing Element Fanout to
Module 1/0 and Redundant
(CN) » Delay Processing Element
—1 Modules
Delay > (CN)
A-11719
Figure 9-20. Fanin and Fanout of Barrier Bits within the BC Option
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The BC options also receive the final barrier bits from the AND trees from
the other chassis within the CRAY T3D system. The BC options perform
the final AND of all of the barrier bits within the system (or within a
partition if the partition extends to one or more chassis) and fan out the
result back to all of the chassis. When there are more than one chassis in
the CRAY T3D system, the BC options of all of the chassis share in the
fan-in and fan-out process. Refer to Figure 9-21 through Figure 9-26.

For a two chassis system, the processing element modules, the 1/0
modules, and the redundant PE module of each chassis fan in the barrier
bits to the system PCB within their chassis. The BC options of the two
system PCBs perform the AND of all of the barrier bits within their

chassis and send the result of the AND to each other. The BC options then
perform one more AND. This final AND gate ANDs the barrier bits of

the two chassis together. The result of the final AND is then fanned out to
the modules within the chassis.

For a four chassis system, the processing element modules, the 1/0
modules, and the redundant processing element module of each chassis
fan in the barrier bits to the system PCB within their chassis. The BC
options of the four system PCBs perform the AND of all of the barrier bits
within their individual chassis. The BC option of Chassis 0 sends the
result of its AND to Chassis 1, and the BC option of Chassis 3 sends the
result of its AND to Chassis 2. The BC option of Chassis 1 then ANDs its
own results with the results from Chassis 0. The BC option of Chassis 2
ANDs its own results with the results from Chassis 3. Chassis 1 then
sends this result to Chassis 2, and Chassis 2 sends its result to Chassis 1.
Chassis 1 and 2 perform another AND, which ANDs the barrier bits of all
four chassis together. Chassis 1 and Chassis 2 fan out the result to Chassis
0 and Chassis 3 respectively. Within each chassis, the barrier result is
fanned out to the processing element modules, the 1/O modules, and the
redundant PE module.
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System Module

Processing Processing

Element Element
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| Fanin ! :II Fanoutl
I/0 Modules BCO I/O Modules
| Fanin I ~! Fanout I
Redundant ~\ - \ Redundant
Processing 2 3 Processing

—

Element Element
Module BC1 Module
| Fanin I _ ~I Fanout |
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Redundant
Processing
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Module

System Module

S

| Fanin |I

I/0 Modules

i

Fanin

o
2

BC1

Processing
Element
Modules
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BCO

Chassis 1

I Fanout I
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Processing
Element
Module
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1/0O Modules

=r| Fanout I

Processing
Element
Modules

1. AND barrier bits of I/O modules and redundant processing element module.
2. AND results from 1 to the barrier bits of the processing element node.

3.  AND results from 2 to the barrier bits from other chassis. A-11720

Figure 9-21. Fanin and Fanout of Barrier Bits n+0 and n+1 in a Two Chassis System
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1. AND barrier bits of I/O modules and redundant processing element module.

2. AND results from 1 to the barrier bits of the processing element node.

3.  AND results from 2 to the barrier bits from other chassis.

A-11721

Figure 9-22. Fanin and Fanout of Barrier Bits n+2 and n+3 in a Two Chassis System
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Figure 9-23. Fanin of Barrier Bits n+0 or n+1 in a Four Chassis System
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Figure 9-24. Fanout of Barrier Bits n+0 or n+1 in a Four Chassis System
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Figure 9-25. Fanin of Barrier Bits n+2 or n+3 in a Four Chassis System
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Figure 9-26. Fanout of Barrier Bits n+2 or n+3 in a Four Chassis System
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Fanin Example of Barrier Bits 0  through 3 from PCB Bypass Point 000 454
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Thefollowing text is an example of how the hardware of a 512 PE
multiple cabinet (power of 2) system performs the fanin of barrier bits 0
through 3. While reading through this example, refer to Figure 9-27 and
Figure 9-28.

Printed circuit board (PCB) bypass point @98 a PCB in level 1 of the

AND tree. There are four PEs associated with this PCB: two from node O
and two from node 1. When the microprocessors in the PE arrive at a
barrier in a program, the microprocessors write a 1 to the appropriate bit
of the BSRO or BSR1 register in the AR option. The AR option sets the
appropriate barrier bit and sends the barrier bits to the EDO and ED10
options in four 4-bit transfers (for fanin).

The EDO and ED10 options perform the 4-to-1 AND of the 4 bits from the
four PEs. Keep in mind that the ED options within all of the nodes that
are participating in the barrier are performing the same 4-to-1 AND. A
forced 0 on the PC Board Select signal, which is presented to the EDO
option, directs the EDO option to send barrier bits n+0 and n+1 to physical
node (hereafter referred to as node)1E@hd node 10z respectively.

The PC Board Select signal on the ED10 option is a forced 1. This forced
1 directs the ED10 option to send barrier bits n+2 and n+3 to kg 1

and node 11 respectively.

The ED options of node 19§ node 1025, node 116, and node 112

receive the barrier bits from PCB bypass points; §0@02;5 1006, and

1026. The EDO option of node 19@receives barrier bit n+0. The EDO
option of node 10¢; receives barrier bit n+1. The ED10 option of node
110, receives barrier bit n+2. And the ED10 option of notia 4

receives barrier bit n+3. Each of these ED options performs another
4-t0-1 AND of the barrier bits and sends the results to the next level of the
AND tree.

Level three of the AND tree involves the ED options of node §)0mde
0026, node 01¢6, and node 013, Node 00Qg receives barrier bit n+0
from node 10¢s, node 104, node 30¢s, and node 304. Node 0025
receives barrier bit n+1 from node }@2node 106g, node 302, and
node 306s. Node 01Qg receives barrier bit n+2 from node 330node
1146, node 316 and node 314. And node 0175 receives barrier bit
n+3 from node 11, node 116, node 3125 and node 31%. Each of
these ED options performs another 4-to-1 AND of the barrier bits and
sends the results to the next level of the AND tree.
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Level 4 of the AND tree involves the ED options of node;@0Aode

0346, node 0146, and node 024. Node 004¢ receives barrier bit n+0
from node 00¢s and node 033 Node 034¢ receives barrier bit n+1
from node 002 and node 03 Node 014g receives barrier bit n+2
from node 019z and node 02(3. Node 024¢ receives barrier bit n+3
from node 0125 and node 02 Each of these ED options performs
another 4-to-1 AND of the barrier bits and sends the results to the next
level of the AND tree.

Level 5 of the AND tree involves the ED options of node;@06ode

0366, node 016, and node 026 Node 006g receives barrier bit n+0

from node 004, node 00Ag node 404, and node 40{;. Node 036g
receives barrier bit n+1 from node Q34node 03Ag, node 434, and

node 43Gs. Node 016g receives barrier bit n+2 from node Qg4node
01A16, node 414, and node 41¢. Node 026¢ receives barrier bit n+3
from node 0245, node 02Ag, Node 424, and node 42¢;. Each of these

ED options performs another 4-to-1 AND of the barrier bits and sends the
results to the system PCB.

The BC options of the system PCB receive the final barrier bits from the
processing element modules, the /0 modules, and the redundant
processing element module. The BC options perform the final AND of
these barrier bits and then fan out the result to the processing element
modules, the 1/0O modules, and the redundant processing element module.

The barrier bits are fanned out to all of the PEs within the partition. This
fanout is handled by the same nodes and options as the AND tree. The
only difference is that instead of the ED options performing a 4-to-1
AND, they perform a 1-to-4 fanout.
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10 control and Status

Each PE in the CRAY T3D system contains several registers and signals
used to control node functions and provide status on those functions.
These registers and signals control functions of the microprocessor, the
support circuitry, and the dynamic random access memory (DRAM)
circuitry used in local memory.

Functional Description

Control Signals

CMM-0602-0A0
Volume 2 of 2

The following subsections provide a detailed description of the signals and
registers used to control the components of a node and to obtain the status
of node functions.

The microprocessor and support circuitry in a PE use several signals to
control PE functions. Figure 10-1 shows the main control signals between
the microprocessor and support circuitry. These signals include the
hardware interrupt pins, the instruction cache test mode pins, the cycle
request pins, the cycle acknowledge pins, and the cache line invalidate
pins.

Hardware Interrupts (6 Bits)

Instruction Cache Test Modes (2 Bits)

Cycle Request (3 Bits)

Microprocessor > Support Circuitry

Cycle Acknowledge (3 Bits)
Invalidate Address (8 Bits)

Invalidate Cache Line

Figure 10-1. Microprocessor and Support Circuitry Control Signals
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Six hardware interrupts are generated by the support circuitry and sent to
the microprocessor. Software must enable the hardware interrupts by
setting the appropriate bits of the hardware interrupt enable register
(HIER) in the microprocessor.

Software may read the value of the hardware interrupts by reading the
value of the hardware interrupt request register (HIRR) in the
microprocessor. Table 10-1 lists the hardware interrupts and shows the
corresponding interrupt request pin, HIER register bit, HIRR register bit,
and method of clearing the hardware interrupt. The following subsections
describe each hardware interrupt.

Table 10-1. Hardware Interrupt Signals

Interrupt HIER HIRR
Request | Register | Register
Pin Bit Bit Name Cleared by
0 9 10 Heartbeat Writing a 1 to bit 2 (Clear Heartbeat Interrupt
interrupt bit) in the system control register (SCR)
Barrier Reading the value of the barrier
1 10 11 . synchronization mask and interrupt (BSMI)
interrupt .
register
5 11 12 Message Writing to the message queue limit increment
interrupt register (MQ_LIR)
3 12 5 BLT interrupt Writing to the BLT control register (BLT_CR)
. Refer to Section 7, “Input/output” for
4 13 6 VO interrupt information on clearing the I/O interrupt bit
5 14 7 Error interrupt Regdmg the value stored in the system status
register (SSR)

Heartbeat Interrupt

10-2

The support circuitry sets the heartbeat interrupt each time it encounters a
heartbeat event. A heartbeat event is triggered by system heartbeat
signals. System heartbeat signals are generated by the deadstart 1/0
gateway and are distributed to each PE in the system at the same time.
There are four types of heartbeat signals: a normal heartbeat, a deadman
heartbeat, a selective reset heartbeat, and a global reset heartbeat.

Cray Research Proprietary CMM-0602-0A0
Volume 2 of 2



CRAY T3D Hardware Reference Manual Control and Status

CMM-0602-0A0
Volume 2 of 2

The normal heartbeat signal is used to trigger a normal heartbeat event. A
normal heartbeat event is used by the PEs to establish global time of day.

After receiving the normal heartbeat signal, the support circuitry sets the
heartbeat interrupt. The microprocessor then clears the heartbeat interrupt
by writing a 1 to bi2 (clear heartbeat interrupt bit) in the SCR.

The deadman heartbeat signal triggers a deadman heartbeat event, which
detects whether a PE is malfunctioning or in a hung condition.

After receiving the deadman heartbeat signal, the support circuitry sets the
heartbeat interrupt and sets a deadman timer (DMT) latch. The
microprocessor then clears the heartbeat interrupt and DMT latch by
writing a 1 to bit 2 (clear heartbeat interrupt bit) in the SCR.

If the microprocessor does not clear the DMT latch before the support
circuitry receives the next deadman heartbeat signal, the microprocessor
may be malfunctioning or in a hung condition. Because of this possibility,
the PE is reset.

During a reset caused by a deadman heartbeat time-out, the PE starts a
reboot cycle and the support circuitry sets bit 5 (node enable vote bit) of
the SCR to 0. After the microprocessor reboots, it reads and issues boot
code instructions that were previously stored in the lower 8 Kbytes of
local memory.

The selective reset heartbeat signal triggers a selective reset event. The
deadstart I/O gateway performs the selective reset event to reset selected
PEs in the system.

Before the selective reset heartbeat signal is distributed to each PE in the
system, the deadstart I/O gateway informs each PE that will not be reset,
to set bit 4selective reset mask bit) of the SCR to 1. After receiving the
selective reset heartbeat signal, the support circuitry sets the heartbeat
interrupt and, if previously set to 1, clears bit 4 of the SCR.

If bit 4 of the SCR was set to 0 when the PE received the selective reset
heartbeat signal, the PE starts a reboot cycle and the support circuitry sets
bit 5 (node enable vote bit) of the SCR to 0. After the microprocessor
reboots, it reads and issues boot code instructions that were previously
stored in the lower 8 Kbytes of local memory.

The global reset heartbeat signal triggers a global reset event. The

deadstart I/O gateway performs a global reset to reset all of the PEs in the
system.
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Barrier Interrupt

Message Interrupt

BLT Interrupt

10-4
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After receiving the global reset heartbeat signal, the support circuitry sets
the heartbeat interrupt. The PE then performs a reset.

During a global reset, the PE starts a reboot cycle, the support circuitry
sets bit 5 (node enable vote bit) of the SCR to 0, and the network interface
Is master cleared. After the microprocessor reboots, it reads and issues
boot code instructions that were previously loaded into the instruction
cache memory from a serial read only memory (ROM).

The support circuitry sets the barrier interrupt when a barrier or eureka
synchronization operation completes. Depending on the value of bit 3
(enable BSRO interrupt bit) in the SCR, the barrier interrupt signals the
microprocessor that one of two events has taken place. First, a barrier or
eureka synchronization operation associated with the final barrier bits of
barrier synchronization register 1 (BSR1) is completed. Second, a barrier
or eureka synchronization operation associated with the final barrier bits
in BSRO and/or BSR1 is completed.

The support circuitry sets the message interrupt after the support circuitry
receives an incoming message from the network interface and stores the
message in the message queue. The support circuitry does not set the
message interrupt when it rejects a message because the message queue is
full. The message interrupt signals the microprocessor that one or more
messages are in the message queue.

The support circuitry sets the BLT interrupt when it receives an interrupt
signal from the BLT. The BLT interrupt indicates that one of the
following conditions occurred.

 The BLT is free and another transfer operation can be initiated.

e All outstanding BLT requests have completed.

e A BLT error occurred.

The microprocessor must read the values stored in the BLT status register
(BLT_SR) to determine the cause of the BLT interrupt.

Cray Research Proprietary CMM-0602-0A0
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I/0O Interrupt

Thel/O interrupt is used only in the PEs that reside in the I/O gateways.
For more information on the I/O interrupt, refer to Sectibn“LOSP and
HISP.”

Error Interrupt

The support circuitry sets the error interrupt when any of the following
error conditions occur:

* Network buffer parity error

*  Network packet error

* Message queue oversubscribed
* Prefetch queue overrun error

* Prefetch queue underrun error
* Virtual PE number range error

* lllegal register access error

* DTB annex error

* lllegal write to protected low memory (PLM) — I/O gateway PEs
only

More information on each of these errors is provided in “System Status
Register” later in this section.
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Instruction Cache Test Mode Pins

Theinstruction cache test mode pins are set by the support circuitry during
a PE reset. These pins signal the microprocessor that code was loaded
into the instruction cache and the instruction cache is valid or they inform
the microprocessor that the instruction cache is invalid and instructions
must be read from memory. Table 10-2 shows the value of bits 0 and 1 of
the instruction cache test mode pins and lists the corresponding location
for the boot code. Bit 1 is always set to 0.

Table 10-2. Instruction Cache Test Mode Pins

Bits
landO Description

Instructions were loaded from ROM and placed in
the instruction cache. In this case, the instructions
in the instruction cache are valid. These
instructions are used during a global reset.

00

The instructions in the instruction cache are not
valid and instructions must be read from memory.
These instructions are used during a deadman
time-out reset or a selective reset.

01

10-6 Cray Research Proprietary CMM-0602-0A0
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Cycle Request Pins

The microprocessor places information on the cycle request pins when the
microprocessor requests that the support circuitry perform an operation.
Table 10-3 shows the value of the cycle request pins and lists the
corresponding cycle requests.

Table 10-3. Cycle Request Codes

Cycle Request
Pins 22 — 20 Cycle Description

The microprocessor has not requested that the

000 IDLE T :
support circuitry perform a function.

The microprocessor requested that the support
001 BARRIER circuitry perform a function associated with the
memory barrier (MB) instruction.

The microprocessor requested that the support
circuitry read a word of data from memory and store
010 FETCH the word in the prefetch queue. During this
operation, the support circuitry prevents subsequent
local memory operations from completing.

The microprocessor requested that the support
circuitry read a word of data from memory and store
the word in the prefetch queue. During this

011 FETCHM . e
operation, the support circuitry does not prevent
subsequent local memory operations from
completing.
The microprocessor requested that the support
100 READ_BLOCK circuitry read data from memory or a

memory-mapped register and transfer the data to the
microprocessor.

The microprocessor requested that the support
101 WRITE_BLOCK circuitry transfer data from the microprocessor to
memory or a memory-mapped register.

The microprocessor requested that the support
110 LDxL circuitry transfer information from a location in the
DTB annex to the microprocessor.

The microprocessor requested that the support
111 STxC circuitry transfer information from the microprocessor
to a location in the DTB annex.

CMM-0602-0A0 Cray Research Proprietary 10-7
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Cycle Acknowledge Pins

The support circuitry places information on the cycle acknowledge pins to
acknowledge a cycle request. Table 10-4 shows the value of the cycle
acknowledge pins and lists the corresponding cycle acknowledges.

Table 10-4. Cycle Acknowledge Codes

Cycle Request Pins Cycle
2220 Acknowledge Description
000 IDLE The support circuitry is not performing a function
for the microprocessor.
001 HARD ERROR Thg support circuitry encountered an error as
- defined in the following paragraph.
010 SOFT_ERROR | This is not used in the CRAY T3D system.

The support circuitry completed a transfer of

011 STxC_FAIL information from the microprocessor to a
location in the DTB annex.
100 OK The support circuitry successfully completed the

requested function (except the STxC cycle).

The support circuitry sets the cycle acknowledge pins to indicate a
HARD_ERROR when an address range error occurs. More information
on errors is provided in “System Status Register” later in this section.

Cache Line Invalidate Pins

10-8

The support circuitry uses the cache line invalidate pins to signal the
microprocessor when a line in the data cache memory should be
discarded. There are two groups of cache line invalidate pins: the
invalidate address pins and the invalidate cache line pins.

The support circuitry uses the invalidate address pins to identify which
line in the data cache should be discarded. The support circuitry uses an
invalidate cache line pin to signal the microprocessor when the cache line
identified by the invalidate address pins should be discarded.

The cache line invalidate pins are used when the support circuitry
performs a filtered or a nonfiltered cache line invalidate operation. More
information on the data cache and the cache line invalidate operations is
provided in Section 3, “Processing Element Node.”

Cray Research Proprietary CMM-0602-0A0
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Control and Status

Each PE contains registers that indicate the status of PE functions. The
status information includes error information and outstanding request
information. Two registers provide this information: the system status
register and the user control and status register. More information on
these registers is provided in “Register Mapping” in this section.

The following subsections describe the addressing and bit assignments for
the memory-mapped registers (hereafter referred to as registers) used for
control and status in the CRAY T3D system. Each subsection also
provides a brief summary of the function of the register

Table 10-5 is a summary of the control and status registers and their
names. Table 10-5 also lists the partial physical address of each register as
it appears on the address pins of the microprocessor.

Table 10-5. Control and Status Registers

Address Register Name Direction Description
1041000016 SCR Write System control register
1044800014 SSR Read System status register
1014400016 UCSR Read or write User control and status register
1044C0004¢ | DRAM_CR Write DRAM control register
1040400016 BAR_TMG Write Barrier timing and refresh register
106C000015 | NET_ENA Write Network enable register
106D00001g | NET_PFM Write Network performance monitor register
106E00001¢ NODE_CSR Write Network mode register
1014000046 NOR Read or write No-operation register

CMM-0602-0A0
Volume 2 of 2

NOTE: Because of multiplexed data paths, when one PE in a processing
element node is modifying the contents of the NET_ENA,
NET_PFM, or NODE_CSR register, the other PE in the node
must not attempt to modify any of the shared registers at the
same time. The shared registers include the X_WHOAMI,
LPE_XLATE, ROUTE_LO, ROUTE_HI, NET_ENA,

NET_PFM, NODE_CSR, and BLT registers.
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Because the virtual address is defined by software, the addresses for each
of the registers are given according to the partial physical address as it
appears on the pins of the microprocessor.

System Control Register
Address 10410000 14

The system control register (SCR) is a 6-bit, write-only, system privileged
register that controls the privileged mode resources of a PE.

Figure 10-2 shows the bit assignments for the SCR address as they appear
on the address pins of the microprocessor.

HEX 1 0 4 1 0 0 0 0

Bi 228| 227| 226| 225 224| 223| 222| 221 220] 219 218| 217| 216| 215 214 | 213| 512| 11| 210 [ 29[ 28] 27| 26| 25| 24| 23 | 22| 21| 20
Inary
1| x| x| x| x|x|]1]JO0f O OfOf O] 2] OO0 | x|x | x| x [x|x|xX]x]x|[x]x]x]|]x]|] x

NOTE: x = Don’t Care

Figure 10-2. System Control Register Address Bit Format

Table 10-6 shows the bit format of the SCR, and the following subsections
describe each bit of the register.

Table 10-6. SCR Format

Bits Name
0 Low DTB annex write enable
1 High DTB annex write enable
2 Clear heartbeat interrupt
3 Enable barrier synchronization

register 0 (BSRO) interrupts

4 Selective reset mask
5 Node enable vote
63-6 Not used
10-10 Cray Research Proprietary CMM-0602-0A0
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Low DTB Annex Write Enable
Bit O

When set to 1, this bit enables entries 0 through 15 of the DTB annex so
they may be written to by the user or the operating system. In this case,
the support circuitry in a PE interprets entries 1 through 15 of the DTB
annex as virtual PE numbers and function codes. The support circuitry
also reads bit1 (I/O node bit) of the PE number in the DTB annex entry
as 0.

The support circuitry always interprets entry 0 of the DTB annex as a
logical PE number and function code. In order for the support circuitry to
read the correct value of bit 11 of DTB annex entry 0, bit O of the SCR
must be set to 0. (This only affects PE numbers where bit 11 of the PE
number may be setto 1.)

When set to 0, this bit disables entries 0 through 15 of the DTB annex so
the user or the operating system cannot write to them. In this case, the
support circuitry interprets entries 0 through 15 of the DTB annex as
logical PE numbers and function codes. The support circuitry also reads
bit 11 of the PE number in the DTB annex entry as the value it is set to in
the DTB annex entry.

High DTB Annex Write Enable
Bit 1

When set to 1, this bit enables entries 16 through 31 of the DTB annex so
the user or the operating system may write to them. In this case, the
support circuitry in a PE interprets entries 16 through 31 of the DTB
annex as virtual PE numbers and function codes.

When set to 0, this bit disables entries 16 through 31 of the DTB annex so
they cannot be written to by the user or the operating system. In this case,
the support circuitry interprets entries 16 through 31 of the DTB annex as
logical PE numbers and function codes.

Clear Heartbeat Interrupt

Bit 2
This bit is used after the support circuitry has set the heartbeat interrupt to
1. When set to 1, the clear heartbeat interrupt bit signals the support
circuitry to set the heartbeat interrupt for the microprocessor to 0. When
set to 0, the clear heartbeat interrupt bit has no effect.

CMM-0602-0A0 Cray Research Proprietary 10-11
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Enable BSRO Interrupt
Bit 3

Selective Reset Mask
Bit 4

Node Enable Vote
Bit 5

10-12
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When set to 1, this bit signals the support circuitry to set the barrier
interrupt to 1 if a barrier associated with BSRO or BSR1 occurs. In this
case, barrier interrupts from both BSR0 and BSR1 are enabled.

When set to 0, the enable BSRO interrupt bit signals the support circuitry
to set the barrier interrupt to 1 only if a barrier associated with BSR1
occurs. In this case, barrier interrupts from BSRO are disabled.

NOTE: When bit 3 of the SCR is set to 0 and a barrier interrupt occurs,
the barrier interrupt is not stored by the hardware and may be
lost.

When set to 1, this bit signals the support circuitry in a PE not to reset
when it receives a reset signal. In this case, the support circuitry does not
perform a reset, but does clear the value of the selective reset mask bit to O
after receiving the reset signal. When set to 0, the selective reset mask bit
signals the support circuitry in a PE to reset the PE after receiving a
selective reset heartbeat signal.

Only the deadstart I1/0O gateway can perform a selective reset. Before
performing the reset, the deadstart I/O gateway informs all of the PEs that
will not be reset to set their selective reset mask bit to 1. The deadstart
I/O gateway then performs the selective reset. Only the PEs that have the
selective reset mask bit cleared to O are reset. This enables the deadstart
I/O gateway to reset only the PEs that cannot communicate with the
deadstart I/O gateway or that need to be reset for other reasons.

When set to 0, this bit indicates that the PE has disabled node
communication with the interconnect network. A global reset,
non-masked selective reset, or deadman reset also sets the value of the
node enable vote bit to 0.

When both PEs in a PE node set their node enable vote bit to 1, the PE
node can use the interconnect network. The node enable vote bit in both
PEs must be set to 1 to enable the PE node to communicate using the
interconnect network. Because there is only one PE in an input node or

Cray Research Proprietary CMM-0602-0A0
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System Status Register

Address 10448000 14

output node of an I/O gateway, the input or output node can communicate
using the interconnect network when the single PE sets the node enable
vote bit to 1.

The system status register (SSR) is a 10-bit, read-only, system privileged
register that contains the status of PE error conditions related to the error
interrupt and the HARD_ERROR cycle acknowledge. When the SSR is
read, the error interrupt and the condition associated with each SSR bit are
cleared.

While the interrupt handler software services a HARD_ERROR related
error, an error associated with the error interrupt may ocB@ading the
SSR while servicing a HARD_ERROR related error may clear status
associated with the error interrupt. Care should be taken not to
accidentally lose error interrupt information when servicing a

HARD_ ERROR related error.

Figure 10-3 shows the bit assignments for the SSR address as they appear
on the pins of the microprocessor, and Table 10-7 shows the bit format of
the SSR.

HEX 1 0 4 4 8 0 0 0
Bi 228| 227| 226| 225 224| 223| 222| 221| 220] 219 218| 217| 216| 215 214 | 213| 212| 11| 210 [ 29[ 28| 27| 26| 25| 24| 23 | 22| 21| 20
inary

1] x| x| x| x| x| 210 O] Of2] O Of 2fO x| x| x| x [x|x]| x|x|x]x|x]x]|x| x

NOTE: x =Don't Care

CMM-0602-0A0
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Figure 10-3. System Status Register Address Bit Format

Table 10-7. SSR Format

Bits Name
0 Network buffer parity error
1 Network packet error
2 Message queue oversubscribed
3 Prefetch queue overrun
4 Prefetch queue underrun
5 Virtual PE number range error

Cray Research Proprietary 10-13
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Table 10-7. SSR Format (continued)

Bits Name

6 8AM option Revision 7 — processing element node
8Al option Revision 8 — I/O gateway

7 lllegal register access

8 DTB annex error

9 Illegal write to protected low memory (PLM) — I/O
gateway PEs only

63 -10 These bits are not used

Network Buffer Parity Error
Bit 0

Whenset to 1, this bit indicates that a parity error has occurred in one of
the input buffers in the network interface. Parity is checked on each byte
of the packet phits (except the routing tag, destination, and data phits) as
they are transferred from the network interface logic to the PE support
circuitry. When a network buffer parity error occurs, the support circuitry
sets the network bfgr parity error bit to 1 and sets the error interrupt.

Network Packet Error
Bit 1

When set to 1, this bit indicates that a network packet error occurred.
There are two types of network packet errors: a misrouted packet error
and a packet parity error. If the network interface receives a packet and
the value of the destination phit does not match the value stored in the
network interface source (X_WHOAMI) register, a misrouted packet error
occurs. When this occurs, the network interface sets the network packet
error bit to 1, sets the error interrupt, converts the packet into an error
message, and sends the error message to the appropriate PE in the node.

Likewise, the network interface detects that the bits of a packet header
phit changed value after the source PE created them, a packet parity error
occurs. When this occurs, the network interface sets the network packet
error bit to 1, sets the error interrupt, converts the packet into an error
message, and sends the error message to the appropriate PE in the node.

10-14 Cray Research Proprietary CMM-0602-0A0
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After receiving an error message, the support circuitry in a PE stores the
error message in the message queue and sets the message interrupt. After
receiving the first error message, the support circuitry discards all
subsequent error messages until the SSR register is read to clear the
existing error conditions.

Message Queue Oversubscribed

Bit 2

When set to 1, this bit indicates that the microprocessor started a message
write when the value of the message queue limit counter was less than
zero. When this occurs, the support circuitry sets the message queue
oversubscribed bit to 1 and sets the error interrupt. Even though the
message queue oversubscribed indication occurred, the support circuitry
completes the message write operation.

If a message queue oversubscribed indication occurs, the operating system
should immediately read the messages stored in the message queue. This
action provides more space in the message queue.

Prefetch Queue Overrun

Bit 3

When set to 1, this bit indicates that a prefetch queue overrun error
occurred. A prefetch queue overrun error occurs if the microprocessor has
issued 16 prefetch requests without reading data from the prefetch queue
and subsequently issues another prefetch request. When this occurs, the

support circuitry sets the prefetch queue overrun bit to 1 and sets the error
interrupt.

If a prefetch queue overrun indication occurs, the operating system should
immediately read the data stored in the prefetch queue. This action
provides more space in the prefetch queue.

Prefetch Queue Underrun

Bit 4

CMM-0602-0A0
Volume 2 of 2

When set to 1, this bit indicates that a prefetch queue underrun error
occurred. A prefetch queue underrun error occurs if the prefetch queue is
empty and the microprocessor tries to read a word of data from the
prefetch queue before issuing a prefetch request. When this occurs, the

support circuitry sets the prefetch queue underrun bit to 1 and sets the
error interrupt.

Cray Research Proprietary 10-15
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Virtual PE Number Range Error
Bit 5

Whenset to 1, this bit indicates that a virtual PE number range error
occurred. A virtual PE number range error occurs if the virtual PE
number read from the DTB annex is larger than the inverted value of the
mask stored in the virtual PE range mask (VRT_RG) register. When this
occurs, the support circuitry sets the virtual PE number range error bit to 1
and sets the error interrupt.

8AM Option Revision 7 — Processing Element Node
8Al Option Revision 8 — I/O Gateway
Bit 6

This bit indicates whether the 8AM option used in the support circuitry of

a PE in a processing element node is pre-revision 7 or post-revision 7
(which includes revision 7). This bit is only valid immediately after the
message queue tail pointer is reset (writing any value to the message
queue tail pointer register (MQ_TP) resets the message queue tail pointer).
When set to a 0, bit 6 of the SSR indicates the 8AM option is pre-revision
7. When set to 1, this bit indicates the 8AM option is revision 7 or later.

NOTE: When messaging is being performed, bit 6 of the SSR is
undefined for pre-revision 7 8AM options.

This bit indicates whether the 8Al option used in an 1/O gateway is
pre-revision 8 or post-revision 8 (which includes revision 8). When set to
0, bit 6 of the SSR indicates the 8Al option is a pre-revision 8. When set
to 1, this bit indicates the 8Al option is a revision 8 or later.

lllegal Register Access
Bit 7

When set to 1, this bit indicates that an illegal register access error
occurred. An illegal register access error occurs if the microprocessor sets
bit 28 of the partial physical address to 1 and sets the cycle request pins to
indicate an operation other than a BARRIER, READ_BLOCK, or
WRITE_BLOCK. When this occurs, the support circuitry sets the illegal
register access bit to 1 and sets the error interrupt.

10-16 Cray Research Proprietary CMM-0602-0A0
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DTB Annex Error
Bit 8

lllegal Write to PLM
Bit 9

CMM-0602-0A0
Volume 2 of 2

When set to 1, this bit indicates that one or both types of DTB annex
errors occurred. These errors are a DTB annex write error and an illegal
memory function code error.

An illegal DTB annex write error occurs if the microprocessor attempts to
write to an entry in the DTB annex that has been disabled by bit O or bit 1
of the SCR. When this occurs, the support circuitry sets the DTB annex
error bit to 1 and sets the error interrupt.

An illegal memory function code error occurs if the function code read
from the DTB annex is set to 3 and the microprocessor provides a
READ_BLOCK, WRITE_BLOCK, or FETCH cycle request. When this
occurs, the support circuitry sets the DTB annex error bit to 1 and sets the
error interrupt. The support circuitry also aborts the code and, if
READ_BLOCK was requested, returns undefined data to the
microprocessor.

When set to 1, this bit indicates that an illegal write to protected low
memory (PLM) error occurred. An illegal write to PLM error occurs if

the local PE, a remote PE, or any BLT tries to write to the lowest 8 Kbytes
of local memory in an I/O gateway PE and if bit 10 of the DRAM control
register indicates this is not valid. When this occurs, the support circuitry
sets the illegal write to PLM bit to 1 and sets the error interrupt.

Cray Research Proprietary 10-17
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User Status Register
Address 10144000 14

The user control and status register (USR) is a 2-bit, general access, read
only register. The USR provides the user with the ability to read status of

CRAY T3D Hardware Reference Manual

outstanding remote references.

Figure 10-4 shows the bit assignments for the USR address as they appear

on the address pins of the microprocessor.

HEX 1 0 1

. 228| 227| 226| 225| 224| 223| 222| 221| 220
Binary

11 x| x| x| x|x|O0]O| 1

219| 218| 217| 216|215

2141 913| 212 211| 210 | 29 28| 27 | 26| 25| 24| 23 | 22| 21| 20

NOTE: x =Don't Care

Figure 10-4. User Control and Status Register Address Bit Format

Table 10-8 shows the bit format of the UCSR, and the following
subsections describe each bit of the register.

Table 10-8. USR Format

Bits Direction Name
9-0 Not applicable These bits are not used
10 Read Remote writes are outstanding
11 Read Prefetch requests are outstanding
63 -12 Not applicable These bits are not used

10-18
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Remote Writes are Outstanding

Bit 10

When set to 1, this bit indicates that the microprocessor issued one or
more remote write requests and the PE has not received all of the
corresponding write response packets. When set to 0, this bit indicates
that all remote write operations requested by the microprocessor have
completed. Outstanding remote writes do not include outstanding
message writes but do include fetch-and-increment register writes.
Outstanding message writes are managed by the message queue
mechanism.

Prefetch Requests Are Outstanding

Bit 11

When set to 1, this bit indicates that the PE issued one or more prefetch
requests, however, the PE has not read the corresponding prefetch data
from the prefetch queue. When set to 0, this bit indicates that the PE read
all of the corresponding words from the prefetch queue.

Invalidate Control Register
Address 10544000 14

Theinvalidate control register (INV_CR) is a 10-bit, write qrdystem
privileged register. The INV_CR provides the user with control of cache
line invalidates from external writes.

NOTE: The INV_CR register is only used when the support circuitry
contains a revision 7 or higher 8AM option. For more
information on determining the revision of the 8AM option in
the support circuitry, refer to “System Status Register” in this
section.

Figure 10-5 shows the bit assignments for the INV_CR address as it
appears on the address pins of the microprocessor.

HEX 1

28
Binary 2

1

227

X

226

X

225| 224

X

X

223 222| 221| 220[ 219] 218| 217| 216]| 215]| 214 | 213| 212| 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20

X110 2012 O] O Of 2 x| x| x| x |x|x]| x{x|x|x|x]|x]x]| x

NOTE: x =Don’t Care

CMM-0602-0A0
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Figure 10-5. Invalidate Control Register Address Bit Format
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Invalidate Filter
Bits O through 7

Enable Invalidate Filter
Bit 8

10-20
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Table 10-9 shows the bit format of the INV_CR and the following
subsections describe each bit of the register.

Table 10-9. INV_CR Format

Bits Direction Name
7-0 Write Invalidate filter
8 Write Enable invalidate filter
9 Write Enable invalidates
63 -10 Not applicable These bits are not used

These bits contain the invalidate filter bits. The invalidate filter bits
indicate which one of the 256 cache lines in the data cache memory will
be invalidated if a corresponding location in local memory changes
value. Bits 9 (enable invalidates bit) and 8 (enable invalidate filter bit)
must be set to 1 to enable the invalidate filter.

This bit selects whether all remote writes to local memory result in data
cache invalidates or whether only a write associated with the invalidate
filter address results in a data cache invalidate. When this bit and bit 9
(enable invalidates bit) are set to 1, bits 0 through 7 (invalidate filter bits)
are enabled. When bit 8 is set to 0 and bit 9 is set to 1, the invalidate filter
bits are not used. When bit 9 is set to 0, bit 8 is not used. Refer to

Table 10-10.

Cray Research Proprietary CMM-0602-0A0
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Table 10-10. Enable Invalidation and Invalidation Filter Bits

Bits 9 and 8 Description
00 All invalidates disabled
01 All invalidates disabled
10 Invalidate filter bits are not used
11 Bits O through 7 (invalidate filter bits) are enabled

Enable Invalidates
Bit 9

Whenset to 1, this bit enables filtered or nonfiltered invalidate operations.
Bit 8 (enable invalidate filter bit) indicates if the invalidate operation is
filtered or nonfiltered. Refer again to Table 10-10. More information on
the data cache and cache line invalidate operations is provided in Section
3, “Processing Element Node.”

DRAM Control Register
Address 1044C000 ¢

The DRAM control register (DRAM_CR) is a 13-bit, write-only, system
privileged register that is used to configure local memory timing

parameters and modes of operation. When configuring local memory
multiple values may have to be written sequentially to the DRAM_CR.

Figure 10-6 shows the bit assignments for the DRAM_CR address as they
appear on the address pins of the microprocessor.

HEX 1 0 4 4 C 0 0 0

. 228| 227| 226| 225| 224| 223| 222| 221 220] 219 218| 217| 216| 215 214 | 213| 212| 11| 210 [ 29[ 28] 27| 26| 25| 24| 23 | 22| 21| 20
Binary

1] x| x| x| x|x |10 O0fOl2] 0] O 2|12]|x]Xx X| x |IX x| x| x| x|x|x|x]|x] x

NOTE: x = Don'’t Care

Figure 10-6. DRAM Control Register Address Bit Format

CMM-0602-0A0 Cray Research Proprietary 10-21
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Table 10-11 shows the bit format of the DRAM_CR, and the following
subsections describe each bit of the register.

Table 10-11. DRAM_CR Format

Bits Name
4-0 Configuration parameter B
7-5 These bits are not used

11-8 Configuration parameter A

12 Configuration function select

63 -13 Not used

Settingthe overall timing configuration information for the DRAMs takes
eight sequential transfers to the DRAM_CR. This operation is only done
during system deadstart. The following subsections describe each
transfer The information written to the DRAM_CR during transfer 7 may
be updated at any time following the initial configuration sequence.

NOTE: When writing a value into the DRAM_CR register, bit O of the
system control register should be set to 0.

Also, a refresh reference may hang local memory if the

reference issues after a system reset but before refresh references
are disabled prior to configuring the DRAM. To avoid this
condition, perform the following steps when configuring DRAM
following a system reset:

1. Disable refresh references by setting bits 8 through 11 of the barrier
timing and refresh (BAR_TMG) register to 0.

2. Wait at least 50 CPs before writing to the DRAM_CR. (This allows
a possible refresh in progress to complete.)

3. Configure the DRAM using the eight sequential transfers to the
DRAM_CR, as described in the following subsections.

4 . Enable refresh references by setting bits 8 through 11 of the
BAR_TMG register to the appropriate value. For more information
on bits 8 through 11 of the BAR_TMG register, refer to “Barrier
Timing and Refresh Register” later in this section.

10-22 Cray Research Proprietary CMM-0602-0A0
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Transfer O

Transfer 1

Transfer 2

CMM-0602-0A0
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The first write to the DRAM_CR resets part of the logic that controls local

Control and Status

memory refresh. Figure 10-7 shows the bit format of the DRAM_CR
during the first transfer of a configuration sequence.

HEX

Binary

211

210

29

28

27

26

25

24

23

22

21

20

Figure 10-7. Transfer O

x = Don'’t Care

The second write to the DRAM_CR resets the remaining logic that
controls local memory refresh. Figure 10-8 shows the bit format of the
DRAM_CR during the second transfer of a configuration sequence.

HEX

Binary

212

211

210

29

28

27

26

25

24

23

22

21

20

Figure 10-8. Transfer 1

X = Don’'t Care

The third write to the DRAM_CR indicates that this is the start of the
configuration sequence. Figure 10-9 shows the bit format of the
DRAM _CR during the third transfer of a configuration sequence.

HEX

Binary

211

29

28

27

26

25

24

23

22

21

20

Cray Research Proprietary

Figure 10-9. Transfer 2

X = Don't Care
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Transfer 3

The fourth write to the DRAM_CR loads the row address strobe precharge
timing value (tRAS) in the DRAM timing parameters. Figure 10-10

shows the bit format of the DRAM_CR during the fourth transfer of a
configuration sequence. Table 10-12 lists the configuration parameter b
values and the corresponding tRAS values in clock periods (CPs). For
example, if configuration parameter b is set to 01100 during the fourth
transfer, the value of the tRAS is 8 CPs.

NOTE: The value of tRAS must always be smaller than the value of
tNEND, which is set in transfer 5.

HEX 1 8 b b

. 212| 211| 210|129 [ 28 | 27 |26 |25 | 24 |23 |22 |21 | 20
Binary x = Don’t Care

b = Configuration Parameter B

-
[y
o
o
o
x

x

x

o
o
o
o
o

Figure 10-10. Transfers 3 through 6

Transfer 4

The fifth write to the DRAM_CR loads the same-page end timing
(tSEND) value in the DRAM timing parameters. Figure 10-10 also shows
the bit format of the DRAM_CR during the fifth transfer of a

configuration sequence. Table 10-12 lists the configuration parameter b
values and the corresponding tSEND values in CPs. When set to 0, bit 4
of the tSEND configuration parameter b value indicates the timing is for a
PEM. When set to 1, bit 4 of the tSEND configuration parameter b value
indicates the timing is for an IOM.

In a PEM, the tSEND configuration parameter b value and the column
address strobe pulse width timing (tCAS) configuration parameter b value
must be identical. In an IOM, the configuration parameter b value of the
tSEND should always be set to 10100 to select a 10-CP value (this
actually sets the CAS cycle timing value in an IOM).

10-24 Cray Research Proprietary CMM-0602-0A0
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Table 10-12. Timing Information Transfers

tNEND tCAS
Transfer 5 Transfer 6
Configuration tRAS tSEND
Parameter B Transfer 3 Transfer 4 Writes | Reads | Writes | Reads
00000 16 6 6 5 0 1
00001 1 7 7 6 1 2
00011 2 8 8 7 2 3
00010 3 9 9 8 3 4
00100 4 10 10 9 4 5
00101 5 11 11 10 5 6
00111 6 12 12 11 6 7
00110 7 13 13 12 7 8
01100 8 14 14 13 8 9
01101 9 15 15 14 9 10
01111 10 16 16 15 10 11
01110 11 17 17 16 11 12
01000 12 18 18 17 12 13
01001 13 19 19 18 13 14
01011 14 20 20 19 14 15
01010 15 21 21 20 15 16
10000 16 6 22 21 0 1
10001 1 7 23 22 1 2
10011 2 8 24 23 2 3
10010 3 9 25 24 3 4
10100 4 10 26 25 4 5
10101 5 11 27 26 5 6
10111 6 12 28 27 6 7
10110 7 13 29 28 7 8
11100 8 14 30 29 8 9
11101 9 15 31 30 9 10
11111 10 16 32 31 10 11
11110 11 17 33 32 11 12
11000 12 18 34 33 12 13
Cray Research Proprietary 10-25
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Transfer 5

Transfer 6
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Table 10-12. Timing Information Transfers (continued)

tNEND tCAS
Transfer 5 Transfer 6
Configuration tRAS tSEND
Parameter B Transfer 3 Transfer 4 Writes | Reads | Writes | Reads
11001 13 19 35 34 13 14
11011 14 20 36 35 14 15
11010 15 21 37 36 15 16

The sixth write to the DRAM_CR loads the new-page end timing

(tNEND) value in the DRAM timing parameters. Figure 10-10 also shows
the bit format of the DRAM_CR during the sixth transfer of a
configuration sequence. Table 10-12 lists the configuration parameter b
values and the corresponding tNEND values in CPs. For example, if
configuration parameter b is set to 10010 during the sixth tratiséer

value of the tNEND is 25 CPs for writes and 24 CPs for reads.

The seventh write to the DRAM_CR loads the column address strobe
pulse width timing (tCAS) value in the DRAM timing parameters.

Figure 10-10 also shows the bit format of the DRAM_CR during the
seventh transfer of a configuration sequence. Table 10-12 lists the
configuration parameter b values and the corresponding tCAS values in
CPs. For example, if configuration parameter b value is set to 00100
during the seventh transfer, the value of the tCAS is 4 CPs for writes and 5
CPs for reads.

In a PEM, the configuration parameter b value of tCAS must be set to the
same configuration parameter b value as tSEND. Bits 0 throughti@
DRAM_CR must be set to the same value during transfer 4 and transfer 6.

In an IOM, the value of tCAS should always be set to a 4 clock pulse
value for writes and 5 clock pulse value for reads (configuration parameter
b set to 00100).

CMM-0602-0A0
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Transfer 7
This eighth transfer to the DRAM_CR loads the detailed timing and
memory configuration values in the DRAM timing parameters. This
information may be updated at any time following the initial configuration
sequence. The information is updated by writing to the DRAM_CR once.
Figure 10-11 shows the bit format of the DRAM_CR during the eighth
transfer of a configuration sequence or when the DRAM_CR information
is updated.
HEX 0 ra/p be rlc
. 212| 211| 210] 29 [ 28 | 27 |26 |25 | 24 |23 |22 |21 | 20
Binary
Ofra pl| X X X X| x|bel r r C C
NOTE: x = Don't Care
¢ = Column Address stobe (CAS) Cycle Timing
r = DRAM Readout Sample Timing
be = DRAM Bus Enable Timing
p = Disable Writes to Protected Low Memory — I/O Gateway PEs Only
ra = Enable Read-ahead Memory Operation for Instruction Fetches
Figure 10-11. Transfer 7
In a PEM node, bits 0 and 1 of the DRAM_CR define the CAS cycle
timing. (In an IOM node, the value of tSEND during transfer 4 sets the
value of the CAS cycle timing.) Table 10-13 shows the values of the CAS
cycle timing bits and lists the corresponding timing in clock pulses.
Table 10-13. CAS Cycle Timing Bit Values
Bits
landO CAS Cycle Timing
00 7 clock pulses
01 8 clock pulses
10 9 clock pulses
11 10 clock pulses
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In a PEM node, bits 2 and 3 of the DRAM_CR define the DRAM readout
sample timing. (In an IOM node, this value is fixed at five clock pulses.)
Table 10-14 shows the values of the DRAM readout sample timing bits
and lists the corresponding timing relative to the beginning of the column
address strobe.

Bit 4 of the DRAM_CR sets the DRAM bus enable timing for the
presentation of write data to the DRAM data bus. When set to 0, bit 4 sets
the DRAM bus enable timing to 4 CPs. When set to 1, bit 4 sets the
DRAM bus enable timing to 5 CPs.

Table 10-14. DRAM Readout Sample Timing Values

Bits 3 and 2 DRAM Readout Sample Timing
00 Clock pulse 3 after CAS
01 Clock pulse 4 after CAS
10 Clock pulse 5 after CAS
11 Clock pulse 6 after CAS

When set to 1 in an 1/O gateway PE, Hi af the DRAM_CR disables

the ability to write to protected low memory (PLM), which is the lowest 8
Kbytes in physical memory. If a PE or BLT attempts to write to a disabled
PLM, the support circuitry sets the illegal write to protected low memory
bit in the SSR and sets the error interrupt. When set to 0, bit 10 of the
DRAM_CR enables the ability to write to PLM.

When set to 1, bit 11 of the DRAM_CR signals the support circuitry in a

PE to anticipate subsequent instruction fetch requests. When the support
circuitry anticipates an instruction fetch, the support circuitry reads the

next consecutive cache line location in memory and stores the information
in the microprocessor read staging register of the support circMithen

set to 0, bit 11 of the DRAM_CR signals the support circuitry in a PE not

to anticipate subsequent instruction fetch requests. If this instruction fetch
read-ahead operation and the data read-ahead operation (memory function
code 6) are both enabled, system performance may be negatively affected.

Cray Research Proprietary CMM-0602-0A0
Volume 2 of 2



CRAY T3D Hardware Reference Manual Control and Status

Barrier Timing and Refresh Register
Address 10404000 14

Thebarrier timing and refresh (BAR_TMG) register is a 12-bit,
write-only, system privileged register. The BAR_TMG register controls
the timing of each physical barrier synchronization circuit and the timing
of the DRAM refresh references.

Figure 10-12 shows the bit assignments for the BAR_TMG register
address as they appear on the address pins of the microprocessor.

HEX 1 0 4 0 4 0 0 0

. 228| 227| 226| 225| 224 223 222| 221| 220] 219| 218| 217| 216| 215] 214 | 213| 212] 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20
Binary

1] x| x| x| x|x |10 OofO0JO0] O] OJ O 2 ]|x]X X| x |IX x| x| x| x|x|x|x]|x] x

NOTE: x = Don’t Care
Figure 10-12. Barrier Timing and Refresh Register Address Bit Format
Table 10-15 shows the bit format of the BAR_TMG register, and the
following paragraphs describe the function of bits 8 througbfthe

BAR_TMG register. More information on bits 0 through 7 of the
BAR_TMG register is provided in Section 9, “Barrier Synchronization.”

Table 10-15. BAR_TMG Bit Format

Bits Name
1-0 These bits control the timing for physical barrier synchronization circuit 0.
3-2 These bits control the timing for physical barrier synchronization circuit 1.
5-4 These bits control the timing for physical barrier synchronization circuit 2.
7-6 These bits control the timing for physical barrier synchronization circuit 3.
11-8 These bits control the DRAM refresh timing.
6312 These bits are not used.

Bits 8through 11 define the number of CPs that occur between successive
DRAM refresh references. The maximum number of CPs that can occur
depends on the system clock period.

CMM-0602-0A0 Cray Research Proprietary 10-29
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Table 10-16 lists the values for bits 8 through 11 of the BAR_TMG
register and shows the corresponding timing interval for each vatue. T
set the correct value for bits 8 through 11, select the system clock period
in Table 10-16 that is closest to and greater than the actual system clock
period. For example, if the system clock period is 6.6 ns, bits 8 through
11 should be set to 0011 (6.8-ns clock period).

Table 10-16. DRAM Refresh Timing Values

Timing
BAR_TMG Bits Interval in System Clock

11-8 CPs Period
0000 No refresh Not applicable
0001 1088 7.2ns

0011 1152 6.8 ns

0010 1216 6.5 ns

0100 1280 6.3 ns

0101 1344 5.9ns

0111 1408 5.6 ns

0110 1472 5.4 ns

1100 1536 5.1ns

1101 1600 49ns

1111 1664 4.7 ns

1110 1728 4.6 ns

1000 1792 4.4 ns

1001 1856 4.3 ns

1011 1920 4.1 ns

1010 1984 4.0ns

If bits 8 through 11 are set to 0, the timer is reset and refresh references
are disabled. The timer can be disabled for testing and simulation.

Cray Research Proprietary CMM-0602-0A0
Volume 2 of 2



CRAY T3D Hardware Reference Manual

Control and Status

Network Enable Register
Address 106C0000 ¢

Thenetwork enable (NET_ENA) register is a 9-bit, write-gslystem
privileged register. The NET_ENA register enables or disables each of
the inputs to the X-dimension switch, the Y-dimension switch, and the
Z-dimension switch in the network interface.

Figure 10-13 shows the bit assignments for the NET_ENA address as they
appear on the address pins of the microprocessor.

HEX 1

28
Binary 2

1

227

X

226

X

224

X

223 222| 221| 220| 219] 218 217| 216]| 215]| 214 | 213| 212| 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20

x| 11212 0] 1|21 O] Of x| x| x| x X| x [ x |Ix| x| x| x]x|x|x]x| x

NOTE: x =Don'’t Care

CMM-0602-0A0
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Figure 10-13. Network Enable Register Address Bit Format

Table 10-17 shows the bit format of the NET_ENA regisiits O

through 2 control the inputs to the X-dimension switch, bits 3 through 5
control the inputs to the Y-dimension switch, and bits 6 through 8 control
the inputs to the Z-dimension switch. For example, if bit 2 of the
NET_ENA register is set to 1, the input from the —X communication link
to the X-dimension switch is enabled. If bit 2 of the NET_ENA register is
set to 0O, this input is disabled.

Table 10-17. NET_ENA Bit Format

Bits Name

o

Enable PE and BLT input to X switch

Enable +X input to X switch

Enable —X input to X switch

Enable X-dimension input to Y switch

Enable +Y input toY switch

Enable —Y input to Y switch

Enable Y-dimension input to Z switch

Enable +Z input to Z switch

OIN]ojJlO]lhr~rlW]IDN]PE

Enable —Z input to Z switch

(o)}

w
|

©

Not used
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Network Performance Register
Address 106D0000 ¢

The network performance (NET_PFM) register is an 8-bit, writesonly
system privileged register. The NET_PFM controls which parameters of
network performance are monitored.

Figure 10-14 shows the bit assignments for the NET_PFM address as they
appear on the address pins of the microprocessor.

HEX 1 0 6 D 0 0 0 0

Bi 228| 227| 226| 225| 224| 223| 222| 221 220] 219 218| 217| 216| 215 214 | 213| 512| 11| 210 [ 29[ 28] 27| 26| 25| 24| 23 | 22| 21| 20
Inary

11 x| x| x| x x| 212 0] 2] 1] O 2| x| x| x|x | x| x [x]|x]| x|x]|x|x]|x|x]|x]|] x

NOTE: x =Don't Care

Figure 10-14. Network Performance Register Address Bit Format

Table 10-18 shows the bit format of the NET_PFM registed the
following subsections describe each bit of the register.

Table 10-18. NET_PFM Bit Format

Bits Name

3-0 Parameter select

5-4 PE 0 switch or BLT select
7-6 PE 1 switch or BLT select
63-8 Not used

Parameter Select
Bits 0 through 3

The Parameter Select bits select one of 15 network switch performance
parameters. Table 10-19 shows the value of the parameter select bits and
lists the corresponding performance parameters. For example, when the
parameter select bits are set to 0001, the parameter selected is equal to the

10-32 Cray Research Proprietary CMM-0602-0A0
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number of references to virtual channel 1 (VC 1) from a PE or from the
BLT in the X-dimension switch, or it is equal to the number of references
to VC 1 from the previous dimension in the Y- or Z-dimension switch.

NOTE: The performance parameter is sent to the perf_cnt_h (1) pin of

the microprocessor. The perf_cnt_h (0) pin of the
microprocessor is not used.

Table 10-19. Network Switch Performance Parameters

CMM-0602-0A0
Volume 2 of 2

Parameter
Select
Bits 3—-0 Parameter
0000 Number of references to VC 0 from PE and BLT or previous dimension
0001 Number of references to VC 1 from PE and BLT or previous dimension
0010 Number of references to VC 2 from PE and BLT or previous dimension
0011 Number of references to VC 3 from PE and BLT or previous dimension
0100 Number of references to VC 0 from +dimension
0101 Number of references to VC 1 from +dimension
0110 Number of references to VC 2 from +dimension
0111 Number of references to VC 3 from +dimension
1000 Number of references to VC 0 from —dimension
1001 Number of references to VC 1 from —dimension
1010 Number of references to VC 2 from —dimension
1011 Number of references to VC 3 from —dimension
1100 Number of conflicts for the input from a PE and BLT or previous
dimension
1101 Number of conflicts for the +dimension input
1110 Number of conflicts for the —dimension input
1111 This value is not used (forced to 1)
Cray Research Proprietary 10-33
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PE 0 Switch or BLT Select
Bits 4 and 5

The PE 0 Switch or BLT Select bits can be modified only by the
microprocessor in PE 0. These bits select which network switch to
monitor or select to monitor BLT conflicts (refer to Table 10-20).

Table 10-20. Switch or BLT Select Bits

Bits _
5and 4 Component to Monitor
00 X-dimension switch
01 Y-dimension switch
10 Z-dimension switch
11 BLT conflicts

PE 1 Switch or BLT Select
Bits 6 and 7

Thesebits function identically to bits 4 and 5, but can be modified only by
the microprocessor in PE 1 (refer again to Table 10-20).

Network Mode Register
Address 106E0000 14

The network mode (NODE_CSR) register is a 14-bit, write-osygtem
privileged register. The NODE_CSR enables or disables several types of
error checking in the network interface and the BLT.

Figure 10-15 shows the bit assignments for the NODE_CSR address as
they appear on the address pins of the microprocessor.

HEX 1 0 6 E 0 0 0 0

Bi 228| 227| 226| 225 224| 223| 222| 221 220] 219 218| 217| 216| 215| 214 | 213| 512| 11| 210 [ 29[ 28| 27| 26| 25| 24| 23 | 22| 21| 20
Inary

11 x| x| x| x|x |22 0 2| 21] 1] O x| x| x| X X[ x |IX x| x| x| x| x| x|x|x]|] x

NOTE: x =Don’'t Care

Figure 10-15. Network Mode Register Address Bit Format
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Table 10-21 shows the bit format of the NODE_CSR register, and the
following subsections describe each bit of the register.

Table 10-21. NODE_CSR Bit Format

Bits Description
0 Enable packet errors
1 Enable BLT remote index errors
3-2 Set incoming channel parity values
5-4 Set outgoing request channel parity values
6 Enable BLT address offset range errors
7 Enable BLT virtual PE range errors
10-8 Set outgoing response channel parity values
13-11 Barrier synchronization circuitry partition bits
63 -14 These bits are not used

Enable Packet Errors
Bit O

When set to 1, this bit enables the detection of network packet errors. A
network packet error occurs if the network interface receives a misrouted
packet or if the network interface detects a parity error in the header of a
packet. When set to 0, this bit disables the detection of network packet
errors.

Enable BLT Remote Index Errors
Bit 1

When set to 1, this bit enables error checking by the BLT of remote index
values read from local memory during a BLT scatter or gather operation.
When set to 0, this bit disables remote index error checking.

Set Incoming Channel Parity Values

Bits 2 and 3
These bits control the value of the parity bits that are generated by the
network interface when the network interface reads information out of the
input buffers and sends the information to a PE. When set to 1, bit 3
CMM-0602-0A0 Cray Research Proprietary 10-35
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indicates that both parity bits (one for bits 8 through 12 and one for
bits 0 through 7) will be generated by the parity circuitry in the network
interface. In this case, bit 2 is not used.

When set to 0, bit 3 indicates that both parity bits will be replaced by the
value of bit 2. These bits provide the ability to force parity errors when
information transfers from the input buffers in the network interface to a
PE.

Set Outgoing Request Channel Parity Values
Bits 4 and 5

These bits control the value of the parity bits that are generated by the
network interface when the network interface creates outgoing request
packets. When set to 1, bit 5 indicates that both parity bits (one for bits 8
through 12 and one for bits 0 through 7) will be generated by the parity
circuitry in the network interface. In this case, bit 4 is not used.

When set to 0, bit 5 indicates that both parity bits will be replaced by the
value of bit 4. These bits provide the ability to force parity errors when
the network interface creates request packets.

Enable BLT Address Offset Range Errors
Bit 6

When set to 1, this bit enables error checking by the BLT for address
offset range errors. An address offset range error occurs if the address
offset obtained from the remote index is larger than the value stored in the
BLT remote limit register (BLT_RLR). When set to 0O, this bit disables
address offset range error checking by the BLT.

Enable BLT Virtual PE Range Errors
Bit 7

When set to 1, this bit enables error checking by the BLT for virtual PE
range errors. A virtual PE range error occurs if the virtual PE number
obtained from the remote index is larger than the value allowed by the PE
range mask stored in the BLT control register. When set to O, this bit
disables virtual PE range error checking by the BLT.

10-36 Cray Research Proprietary CMM-0602-0A0
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Set Outgoing Response Channel Parity Values
Bits 8 through 10

These bits control the value of the parity bits that are generated by the
network interface when the network interface creates outgoing response
packets. When set to 1, bit 8 indicates that both parity bits will be
generated by the parity circuitry in the network interface. In this case, bits
9 and 10 are not used.

When set to 0, bit 8 indicates that the parity bit for bits 0 through 7 will be
replaced by the value of bit 9 and that the parity bit for bits 8 through 12
will be replaced by the value of bit 10. These bits provide the ability to
force parity errors when the network interface creates outgoing response
packets.

Barrier Synchronization Circuitry Partition Bits
Bits 11 through 13

Thesebits are used to partition the barrier synchronization circuitry into
smaller circuits. For more information on these bits, refer again to Section
9, “Barrier Synchronization.”

No-operation Register
Address 10140000 14

The no-operation register (NOR) is a readable and writable general access
register. The NOR may be used by software for debugging purposes.
When data is written to or read from the NOR, there is no effect on the
hardware.

Figure 10-16 shows the bit assignments for the NOR address as they
appear on the address pins of the microprocessor.

HEX 1 0 1 4 0 0 0 0

. 22 |22 |22 |22 |22 |22 |22 | 22 | 22 | 219] 218| 217| 216| 215]| 214| 213| 212| 211| 210 | 29| 28| 27| 26| 25| 24| 23 | 22| 21| 20
Binary|g (7 [6 [5 |4 |3 |2 [1 |o
1 X| x| x| x|x|x]|O 11 0] 1] O] O OJ O | x| x X[ x [x |Ix| x| x| x| x| x|x]|]x| x

NOTE: x =Don't Care

Figure 10-16. Invalidate Control Register Address Bit Format

When data is read from the NOR, the data reflects the current state of the
system status register (SSR); however, the state of the hardware is not
affected when the NOR is read. More information on the SSR is provided
in this section.
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Hardware Description

The control and status circuitry is contained in the AR option, the AM
option, and the EE option.

AR Option
The AR option contains the system control register and the barrier timing
and refresh register. Refer to Figure 10-17. The AR option also sets all of
the hardware interrupts.
AR DTB Annex/
Prefetch Queue
Data
(Pro¢) ——————— Barrier Timing and Refresh
Command Register
(AM) ———
(Proc) Data System Control Clear_| Interrupt Reporting
Register
Heartbeat
ignal
(ED) Slgna > Heartbeat Interrupt
Barrier Bit . , .
(ED) ———> Barrier Receive Assembly »| Barrier Interrupt
Message » (Proc)
(Am) _Interrupt »| Message Interrupt
(ID) »| 1/O Interrupt
Error Interrupt
(AM) P »| Error Interrupt
»| BLT Interrupt
(EE) BLT Status BLT Status » (Proc)
Register BLT Status
Control > (EE)
(Enable Interrupt)
A-11728
Figure 10-17. AR Option
10-38 Cray Research Proprietary CMM-0602-0A0

Volume 2 of 2



CRAY T3D Hardware Reference Manual Control and Status

System Control Register

The system control register controls the privileged mode resources of a
PE. The following subsections describe the hardware associated with this
register.

DTB Annex Write Enable
Bits 0 and 1

The AR option uses bit 0 and bit 1 of the system control register as the
write enable signal for the DTB annex. The AR option also sends these
bits to the AM option.

The AM uses bits 0 and 1 to determine whether the PE number from the
DTB annex is virtual. When the bit O is set to 1, the AM option interprets
the PE number from locations 1 through 15 of the DTB annex as virtual.
When the bit 1 is set to 1, the AM option interprets the PE number from
locations 16 through 31 of the DTB annex as virtual.

The AM option also uses bits 0 and 1 of the system control register to
disable writes to the DTB annex. When the microprocessor attempts to
write to locations 1 through 15 of the DTB annex and bit O is set to O
(write disabled), the AM option aborts the request and signals the AR
option to set the error interrupt. The AM option also aborts the request
and signals the AR option to set the error interrupt when the
microprocessor attempts to write to locations 16 through 31 of the DTB
annex and bit 1 is set to 0.

Clear Heartbeat Interrupt
Bit 2

The AR option uses bit @ the system control register to clear the
heartbeat interrupt (set it to 0).

Enable BSRO Interrupt

Bit 3
The AR option uses bit& the system control register to enable the
barrier interrupts from BSRO and BSR1. When set to 1, interrupts from
BSRO and BSR1 are enabled. When set to 0, only the barrier interrupt
from BSR1 is enabled.

CMM-0602-0A0 Cray Research Proprietary 10-39
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Selective Reset Mask
Bit 4

The AR option uses bitdf the system control register to disable the PE
reset. When set to 1, the AR option does not reset the PE support
circuitry.

Node Enable Vote
Bit 5

The AR option sends bitd& the system control register to the EE option.
The EE option ANDs the node enable vote bit from both PEs with bit O of
the network enable register (Enable PE and BLT input to X switch). The
result of this AND is sent to the X-dimension SR option. When the result
of the AND is a 1, the PE and BLT input to the SR option is enabled.
When the result is a 0, the PE and BLT input to the SR option is disabled.

Barrier Timing and Refresh Register

The barrier timing and refresh register controls the timing of each physical
barrier synchronization circuit and the timing of the DRAM refresh
references. The following subsections describe the hardware associated
with this register.

Barrier Timing
Bits 0 through 7

The AR option uses bits 0 through 7 of the barrier timing and refresh
register to adjust the transfer sequence of the barrier bits. The barrier
timing bits are added to a 2-bit sync counter to generate an offset. This
offset selects the appropriate barrier bits to be transferred. For example,
when bits 0 and 1 of the barrier timing register are set to 00, barrier
register bit O is transferred in CP 0 and bits 4, 8, and 12 are transferred in
succession in the CPs that follow. Refer to Figure 10-18. When barrier
timing register bits 0 and 1 are set to 10, barrier register bit 8 is
transferred in CP 0 and bits 12, 0, and 4 are transferred in succession in
the CPs that follow.
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AR Option
Bits 0, 4, 8, 12
Bits 1, 5, 9, 13
BSRO Bits 2, 6, 10, 14
Barrier Timing Bits 3, 7, 11, 15
and Refresh
Register
BSR1
MUX
00 -Bit0
01-Bit4 | R400 _
o 10 - Bit 8 ) (ED)
» Add Barrier Timing —> 11 — Bit 12 Bit N+0
Bits 0 and 1 to the
2-bit Sync Counter
> bsell, bsel0
o R401
» Add Barrier Timing > MUX (ED)
Bits 2 and 3 to the Bit N+1
2-bit Sync Counter
> DCD
R402
> Add Barrier Timing =  MUX : (ED)
Bits 4 and 5 to the Bit N+2
2-bit Sync Counter
> DCD
> Add Barrier Timing =  MUX R403 (ED)
Bits 6 and 7 to the Bit N+3
2-bit Sync Counter
> DCD
A-11729

Refresh Timing
Bits 8 through 11

CMM-0602-0A0
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Figure 10-18. Barrier Timing Circuitry

The AR option uses the refresh timing bits 8 through 11 to generate the
refresh at the proper time. A refresh reference is made at least once every

1,088 CPs. Using the refresh timing parameters, the AR option can

change this interval from 1,088 to as many as 1,984 CPs. The interval is

increased in 64-CP increments, as shown in Table 10-16.
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Hardware Interrupts

The AR option also sets all of the hardware interrupts after receiving
signals from various options within the PE support circuirgese

interrupts include the heartbeat interrupt, the barrier interrupt, the message
interrupt, the BIL interrupt, the 1/O interrupt, and the error interrupt.

Heartbeat Interrupt

The AR option sets the heartbeat interrupt after it receives the heartbeat
signal from the ED option. The heartbeat interrupt remains set until the
microprocessor sets the clear heartbeat signal in the system control
register.

NOTE: The heartbeat signal is generated by the system circuitry and is
fanned out to the modules within the chassis in the same manner
as the barrier bhits.

Barrier Interrupt

The AR option sets the barrier interrupt when it receives a 1 to O transition
on a barrier result input and the barrier interrupt is enabled. The AR
option clears the barrier interrupt after the microprocessor reads the
contents of the barrier synchronization mask and interrupt register

BLT Interrupt

The AR option sets the BLT interrupt when it receives a signal from the
EE option that indicates that the block transfer is complete or that there is
a BLT error. The microprocessor reads the BLT status register (also
located in the AR option) to determine the cause of the BLT interrupt.
The AR option clears the BLT interrupt after the microprocessor writes to
the BLT control register.

I/O Interrupt

The AR options that reside on the I1/O modules handle the 1/O interrupt.
For more information about the I/O interrupt, refer to SectiprfIOSP
and HISP.”
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Error Interrupt

The AR option sets the error interrupt after receiving notification from the
AM option that an error occurred. For a list of error conditions, refer to
the “Hardware Interrupt Pins” subsection at the beginning of this section.
The AR option clears the error interrupt after the microprocessor reads the
contents of the system status register.

AM Option

The AM option contains the system status register, the user status register,
the invalidate register, and the DRAM control register. The
microprocessor loads the invalidate control register and the DRAM

control register with parameter information using the AR option. Refer to
Figure 10-19. The microprocessor also uses the AR option to read the
information from the system status register and the user status register.

AM Option

System Status Register

> (AR >
Microprocessor)
(AR >
Microprocessor)

User Status Register

(Microprocessor > ¢—»
AR) Invalidate Control Register

DRAM Control Register

Figure 10-19. AM Option

System Status Register

The system status register contains the status of PE error conditions
related to the error interrupt and the HARD_ERROR cycle acknowledge.
When an error interrupt occurs, the microprocessor must read this register
to determine the cause of the error. The following subsections describe
the hardware associated with the system status register.
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Network Buffer Parity Error

Bit 0

Network Packet Error
Bit 1

The AM option receives notification of a network buffer parity error from
the ED option. Upon receiving this notification, the AM option sets bit O
toa l. When setto 1, bit 0 enables the AM option to generate control for
writing to the message queue. The corrupted packet will be written into
the message queue so that software can determine the cause of the error.
The AM option also signals the AR option to set the message and error
interrupts.

The AM option receives notification of a network packet error from the

ED option. Upon receiving this notification, the AM option sets bit 1 to a
1. When set to 1, bit 1 enables the AM option to generate control for
writing to the message queue. The corrupted packet will be written into
the message queue so that software can determine the cause of the error.
The AM option also signals the AR option to set the message and error
interrupts.

Message Queue Oversubscribed

Bit 2

The AM option sets bit &f the system status register to a 1 when the
message queue is full and it receives a message write request from the
microprocessor. The oversubscribed condition exits because the AM
option cannot reserve a location in the message queue for the outgoing
message. The AM option needs to reserve this location in case the
outgoing message is rejected by the destination PE. To notify the
microprocessor of an error, the AM option also signals the AR option to
set the error interrupt.

Prefetch Queue Overrun

Bit 3

10-44

The AM option setsit 3 of the system status register to a 1 when the
prefetch queue is full and the microprocessor issues another prefetch
gueue request. The overrun condition exists because there is no available
space in the prefetch queue for the prefetch response data. To notify the
microprocessor of an error, the AM option signals the AR option to set the
error interrupt.
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Prefetch Queue Underrun
Bit 4

The AM option sets bit 4 of the system status register to a 1 when the
prefetch queue is empty and the microprocessor tries to read data from the
prefetch queue. The underrun condition exists because there is no data in
the prefetch queue to read. To notify the microprocessor of an error, the
AM option also signals the AR option to set the error interrupt.

Virtual PE Number Range Error
Bit 5

The AM option sets bit 5 of the system status register to a 1 when the
virtual PE number from the DTB annex does not fall within the range
specified by the virtual PE range mask register. When the virtual PE
number from the DTB annex does not fall within this range, the virtual PE
number is not a legal PE number for the partition.ndtify the
microprocessor of an error, the AM option signals the AR option to set the
error interrupt.

lllegal Register Access
Bit 7

The AM option sets bit 7 of the system status register to a 1 when the
microprocessor issues a FETCH, FETCH_M, LDx_L, ora STx_C
instruction and bit 28 of the partial physical address is set to a 1 (bit 28 set
to 1 indicates a register request). The AM option notifies the
microprocessor of the error by signaling the AR option to set the error
interrupt.

DTB Annex Error
Bit 8

The AM option sets bit 8 of the system status register to a 1 when the
microprocessor requests a write to a location in the DTB annex that is
disabled or when the memory function code is set to 3 (011) and the
microprocessor issues a READ_BLOCK, WRITE_BLOCK, or FETCH
request. When a DTB annex error occurs, the AM option also signals the
AR option to set the error interrupt.
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Illegal Write to PLM
Bit9

The AM option sets bit 9 of the system status register to a 1 when a local
or remote memory request is for the PLM (low 8 Kbytes of local memory
in an I/O gateway). The AM option notifies the microprocessor of an
error by signaling the AR option to set the error interrupt.

User Status Register

The user status register provides the user with the ability to read the status
of outstanding remote references. The following subsections describe the
hardware associated with the user status register.

Remote Writes are Outstanding
Bit 10

The AM option sets bitOof the user control and status register when the
outstanding write request counter is greater than 0. This indicates to the
microprocessor that the remote write requests are not complete.

Prefetch Requests Are Outstanding
Bit 11

The AM option sets bit1l of the user control and status register when the
prefetch queue contains data. The following subsections describe the
hardware associated with the invalidate control register.

Invalidate Control Register

Theinvalidate control register provides the user with control of cache line
invalidates from external writes.

Invalidate Filter
Bits O through 7

The AM option compares bit 0 through 7 of the user control and status
register to the address offset bits 5 through 12. When they are equal, the
AM option sends the address to the AR option. The AR option then sends
the address to the microprocessor using the iadr_h pins. This address
indicates to the microprocessor which address to invalidate in the data
cache.
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Enable Invalidate Filter
Bit 8

Enable Invalidates
Bit 9

DRAM Control Register

Transfer 0 and Transfer

Transfer 2

CMM-0602-0A0
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When bit 8 of the user control and status register is set to a 1, the AM
option is enabled to compare the invalidate filter bits and the address
offset bits.

When bit 9 of the user control and status register is set to a 1, the AM
option is enabled to perform invalidation operations. The AM option
signals the AR option that the invalidate operations are enabled. The AR
option then signals the microprocessor of the invalidation using the
dinvreq_h pin.

The DRAM control register is used to configure local memory timing
parameters and modes of operation. The following subsections describe
the hardware associated with the DRAM control register.

1

During transfer O and transfer 1, the DRAM control register is loaded with
a bit pattern that instructs the AM option to reset the logic that controls
local memory refresh. Refer again to Figure 10-7 and Figure 10-8 for the
bit format of the DRAM_CR during the first and second transfer of a
configuration sequence.

During transfer 2, the DRAM control register is loaded with a bit pattern
that instructs the AM option that this is the start of the configuration
sequence. Refer again to Figure 10-9 for the bit format of the DRAM_CR
during the third transfer of a configuration sequence.
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Transfer 3
Row Address Strobe Precharge Timing Value
Bits 0 through 4, Bit 12

During transfer 3, bits 0 through 4 of the DRAM control register are

loaded with the configuration parameter b value that specifies the row
address strobe precharge timing (tRAS). Refer again to Table 10-12. The
AM option sends this configuration parameter b value to the AE option.
The AM option also sends bit 12 to the AE option. This bit indicates to

the AE option that bits O through 4 contain configuration parameter b
values.

The AE option uses the tRAS value to determine when to assert the RAS
signal that is sent to the DRAM. The AE option asserts the RAS signal
when the tRAS value equals the value of a bank cycle counter. The bank
cycle counter begins incrementing by 1 each CP when the AM option
initiates a new memory reference.

Transfer 4
Same-page End Timing Value
Bits O through 4, Bit 12

During transfer 4, bits 0 through 4 of the DRAM control register are
loaded with the configuration parameter b value that specifies the
same-page end timing (tISEND). Refer again to Table 10-12. The AM
option sends this configuration parameter b value to the AE option. The
AM option also sends bit 12 to the AE option. This bit indicates to the AE
option that bits 0 through 4 contain configuration parameter b values.

The AE option uses the tSEND value to determine when to stop sending
the RAS to the DRAM. The AE option stops sending the RAS signal
when the bank cycle counter is cleared. The bank cycle counter is cleared
when the bank cycle counter equals the tSEND value.

Transfer 5
New-page End Timing Value
Bits 0 through 4, Bit 12

During transfer 5, bits O through 4 of the DRAM control register are
loaded with the configuration parameter b value that specifies the
new-page end timing (tNEND). Refer again to Table 10-12. The AM
option sends this configuration parameter b value to the AE option. The
AM option also sends bit 12 to the AE option. This bit indicates to the AE
option that bits 0 through 4 contain configuration parameter b values.
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Transfer 6

The AE option uses the tNEND value to determine when to stop sending
the CAS to the DRAM. The AE option stops sending the CAS signal

when the bank cycle counter is cleared. The bank cycle counter is cleared
when the bank cycle counter equals the tNEND value.

Column Address Strobe Pulse Width Timing Value

Bits O through 4, Bit 12

Transfer 7

During transfer 6, bits O through 4 of the DRAM control register are
loaded with the configuration parameter b value that specifies the column
address strobe pulse width timing (tCAS). Refer again to Table 10-12.
The AM option sends this configuration parameter b value to the AE
option. The AM option also sends bit 12 to the AE option. This bit
indicates to the AE option that bits 0 through 4 contain configuration
parameter b values.

The AE option uses the tCAS value to determine when to assert the CAS
signal that is sent to the DRAM. The AE asserts the CAS signal when the
tCAS value equals the value of a bank cycle counter. The bank cycle
counter begins incrementing by 1 each CP when the AM option initiates a
new memory reference.

Column Address Strobe Cycle Timing

Bits 0 and 1

Transfer 7

During transfer 7, bits 0 and 1 of the DRAM control register specify the
timing parameter for the interval between two CAS signals. Refer again
to Table 10-12. The AM option uses these bits to determine when one
memory reference is complete and when to initiate the next memory
reference.

DRAM Readout Sample Timing

Bits 2 and 3

CMM-0602-0A0
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During transfer 7, bits 2 and 3 of the DRAM control register specify the
timing parameter for sampling read data. Refer agaimalteTL0-13. The

AM option uses these bits to determine when it should instruct the AJ and
AK options to sample the read data.
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Transfer 7
DRAM Bus Enable
Bit 4

Transfer 7
DRAM Command
Bits 5 through 9

Transfer 7

CRAY T3D Hardware Reference Manual

During transfer 7, bit 4 of the DRAM control register specifies the

duration of the bank bus enable during write operations. When this bit is
setto a 1, the AM option enables the bank bus for 5 CPs. When this bit is
set to 0, the the AM option enables the bank bus for 4 CPs.

During transfer 7, bits 5 through 9 of the DRAM control register contain
the command information that is sent to the AE option. The AM option
sends the command information to the AE option over 2 CPs. Table 10-22
lists this configuration data.

Table 10-22. Configuration Data

1st Clock Period 2nd Clock Period
Bank select CAS 0 mask
Chip select CAS 1 mask
Write enable CAS 2 mask
New page CAS 3 mask

Go Die select

Disable Writes to Protected Low Memory

Bit 10

10-50

During Transfer 7, bit 10 of the DRAM control register specifies when the
lower 8K of memory can be referenced. When the microprocessor
attempts to write this lower memory and bit 10 is set to 1, the AM option
aborts the write reference and signals the AE option to set the error
interrupt. This portion of memory may be written to when bit 10 is set to
0.
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Transfer 7
Instruction Fetch Read-ahead Mode
Bit 11

During transfer 7, bit 11 of the DRAM control register when setto a 1
specifies that the read-ahead operation is being performed. When this bit
is set to a 1 and the data in the CPU read stage (CRS) in the AJ and AK
options is valid (matches the address of the requested data), the AM
option instructs the AJ and AK options to send the data in the CRS to the
microprocessor. The AM option also instructs the AJ and AK options to
read the data from the next successive address in local memory. This new
data is stored in the CRS of the AJ and AK options.

When set to 0 and the data in the CRS is valid, the AM option also
instructs the AJ and AK options to send the data in the CRS to the
microprocessor, but no new data is read from local memory.

When bit 11 is set to 1 and the data is not valid in the CRS, the AM option
instructs the AJ and AK options to read data from the specified address in
local memory and send it to the microprocessor. Directly following this
memory reference, the AM option instructs the AJ and AK options to read
data from the next successive address and store it in the CRS.

When bit 11 is set to 0 and the data is not valid in the CRS, the AM option
instructs the AJ and AK options to read data from the specified address in
local memory and send it to the microprocessor (no other memory
reference occurs).

Transfer 7
Configuration in Progress
Bit 12

During transfer 7, bit 12 of the DRAM control register is set to 0. This
indicates to the AM option that the configuration is complete.
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EE Option
The EE option contains the network enable register, the network
performance register, and the network mode register. Refer to
Figure 10-20.
EE Option
(Microprocessor— AJ/AK
|: EA—> EE) > Network Enable Register > (SR)
- Network Performance Register —> (SR)
o Network Mode Register — (EA, EB, EC, ED)

Figure 10-20. EE Option

Network Enable Register

The network enable register enables or disables each of the inputs to the
X-dimension switch, the Y-dimension switch, and the Z-dimension switch
in the network interface. Refer again to Table 10-17.

The EE option ANDs bit O of the network enable register with a PE
Enable signal. The result of this AND is sent to the SR option in the X
dimension. This SR option uses this signal to enable the input for the PE
and BLT.

Bits 1 through 8 of the network enable register are also sent to the SR
options. Bits 1 through 2 are sent to the X-dimension SR option, bits 3
through 5 are sent to the Y-dimension SR option, and bits 6 through 8 are
sent to the Z-dimension SR option.
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Network Performance Register

The network performance register controls which parameters of network
performance are monitored. The following subsections describe the
hardware associated with the network performance register.

Parameter Select
Bits 0 through 3

The EE option sends bits 0 through 3 of the network performance register
to the SR option over 4 CPs. When the SR option has received all 4 bits,
it uses the parameter select bits to select 1 of 15 network switch
performance parameters. The SR option sends the network switch
performance parameter to the ED option. Refer to Figure 10-21.

SR Option
(EA) VCO Channel Request .
VC1 Channel Request
(EA) d > MUX
(EA) VC2 Channel Request - PE Input
VC3 Channel Request _
Parameter Select 1, 0
(EE) = Y91, Y90
VCO Channel Request
(CN) > Network Switch
(CN) VC1 Channel Request - MUK > Performance
(CN) VC2 Channel Request > MUX Parameter
(©N) VC3 Channel Request PDIM Input - > (ED)
EE Parameter Select 1, 0 >
(EE) > Y91, Y90
(EE) Parameter Select 3, 2 | Y91, Y90
(CN) VCO Channel Request
(CN) VC1 Channel Request - MUX
(CN) VC2 Channel Request MDIM Input
(CN) VC3 Channel Request
Parameter Select 1, 0
(EE) » Y91, YOO
PE Input Conflict
PDIM Conflict - MUX
MDIM Conflict Conflict
(EE) Parameter Select 1, 0 _ Yo1, Y90
A-11730
Figure 10-21. Performance Monitor Circuitry in the SR Option
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PE 0 Switch or BLT Select Bits 4 and 5 and
PE 1 Switch or BLT Select Bits 6 and 7

The EE option sends the PE switch or BLT select bits to the ED option.
The ED option uses the PE switch or BLT select bits to select one of four
network switch performance parameters for each PE. The ED option
sends the network switch parameters to the AR option in each PE. The
AR options send the network switch parameter to the microprocessors.
Refer to Figure 10-22.

ED Option
(SRO) X Dimension Parameter
Y Dimension Parameter
SR1
(SRY Z Dimension Parameter MUX > Pep;lorn_wtance > (AR— Micro-
(SR2) - onior processor)
(EE) BLT Conflict Count
PE 0 Switch or for PEO
(EE) BLT Select 1164, 1163
> N Peaormtance > (AR— Micro-
> MUX > Com (t)r processor)
oun
PE 1 Switch or - for PE 1
(EE) BLT Select 1166, 1165
A-11731

Figure 10-22. Performance Monitor Circuitry in the ED Option

Network Mode Register

Enable Packet Errors
Bit O

10-54

The network mode register enables or disables several types of error
checking in the network interface and the BLT. This register is located in
the EE option. The following subsections describe how the EE option and
other hardware use information from network mode register

The EE option sends bit O of the network mode register to the EC option.
When set to 1, the EC option checks for misrouted packets and parity
errors in the header phits of the packet. When set to 0, this error checking
circuitry is disabled.
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Enable BLT Remote Index Errors
Bit 1

The EE option sends bit 1 of the network mode register to the EC option.
When this bit is set to 1, the EC option is enabled to generate new check
bits for the BLT remote index that was read from local memory. The EC
option compares these new check bits to the old check bits for errors.
When set to 0, the comparison between the new and old check bits is
disabled.

Set Incoming Channel Parity Values
Bits 2 and 3

The EE option sends bits 2 and 3 of the network mode register to the ED
option. When bit 3 is set to 1, the ED option selects the parity bits that
were generated by the parity circuitry within the buffer to be compared to
the parity bits that the ED option generates after the information is read
out of the buffer.

When bit 3 is set to O, the ED option selects the value of bit 2 for the

parity bits to be compared with the parity bits that the ED option generates
after the information is read out of the buffer. This provides the ability to
force parity errors when information transfers from the inpuelsiin the
network interface to a PE.

Set Outgoing Request Channel Parity Values
Bits 4 and 5

The EE option sends bits 4 and 5 of the network mode register to the EA
option. When bit 5 is set to 1, the EA option sends the bits that were
generated by the parity circuitry within the buffer to the destination PE.
When bit 5 is set to 0, the EA option selects the value of bit 4 for the
parity bits. This provides the ability to force parity errors when the EA
option creates request packets.

Enable BLT Address Offset Range Errors

Bit 6
The EE option uses bit 6 of the network mode register to enable the
reporting of address offset range errors. When this bit is set to 1, the error
reporting is enabled. When set to 0, the error reporting is disabled.
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Enable BLT Virtual PE Range Errors
Bit 7

The EE option uses bit 7 of the network mode register to enable the error
reporting of virtual PE range errors. When this bit is set to 1, the error
reporting is enabled. When set to 0, the error reporting is disabled.

Set Outgoing Response Channel Parity Values
Bits 8 through 10

The EE option sends bits 8 through 10 of the network mode register to the
EB option using the false outputs. When bit 8 is set to 1, the EB option
selects the parity bits that were generated by the parity circuitry within the
buffer to the destination PE. When bit 8 is set to 0, the EB option selects
the value of bits @nd 10 for the parity bits. This provides the ability to
force parity errors when information transfers from the outpuelsiin

the network interface to a destination PE.

Barrier Synchronization Circuitry Partition Bits
Bits 11 through 13

The EE option sends bits 11 through 13 of the network mode register to
the ED option. The ED option uses these bits to enable the bypass
circuitry. Enabling the bypass circuitry sends the output of the fan-in
circuitry to the input of the fan-out circuitry. For more information on the
barrier synchronization fan-in and fan-out circyitgfer to Section 9,
“Barrier Synchronization.”
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11 LOSP AND HISP CHANNELS

All input and output communication between the CRAY T3D system and
the host system is performed through the I/O gateways. As was described
in Section 1, “Architecture Overview,” each 1/0 gateway contains an input
node, an output node, and LOSP circuitry (refer to Figli¥)1

HISP HISP
Input Output
Channel Channel
Input Node and ) ) Output Node and
Network Router Network Router
LOSP
_ Channel L
_ A -
PE } PE
|
Fr

' d | LOSP B |

// | L -05 a | \\

7 Yy -—— Circuitry|e —f— — — — <

. Network Network *
Interface Interface

A
X | | +X
Y
X

Network Network
Router j= / Z \ Router

—Z KEY +Z

Y

<« — > Control
a—p Data

<«——>» Communication Link A-11732

Figure 11-1. 1/0O Gateway

Each I/O gateway connects to one LOSP channel and one HISP channel.
This section describes the format and use of the memory-mapped registers
(hereafter referred to as registers) that are used in an I/O gatévay

section also includes descriptions of the master and slave I/O gateway
registers.
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LOSP Channel

11-2

LOSP channels transfer request and response information between the
CRAY T3D system and a CPU or 10C in the host system. Either

the CRAY T3D system or the host system can initiate a transfer over a
LOSP channel.

Each LOSP channel is actually a pair of unidirectional channels (LOSP
input and LOSP output). Figure 11-2 shows the signals used in these
LOSP channels.

LOSP Output Data
(16 Data and 4 Parity Bits)

Ready
Resume
Disconnect

Master Clear Host
System

I/O Gateway |-

LOSP Input Data
(16 Data and 4 Parity Bits)

Ready
Resume
Disconnect

A

Figure 11-2. LOSP Channel Signals

LOSP data transfers over the LOSP channels in 16-bit parcels. Four
parity bits that are used to check the data for errors are also transferred.

Both the input and output LOSP channels contain Ready, Resume, and
Disconnect control signals. The Ready signal informs the receiver that 16
valid data bits are on the LOSP data signals. The Resume signal informs
the sender that the data was received and new data may be transmitted.
The Disconnect signal informs the receiver that the sender terminated the
transfer.

Only the LOSP output channel contains a Master Clear signal. When the
host system sets the Master Clear signal, the CRAY T3D system performs
a global reset. The I/O gateway that receives the Master Clear signal is
designated as the deadstart I/O gateway when the CRAY T3D system is
initialized.
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Input Channel

When information transfers over the LOSP input channel from the host
system to the CRAY T3D system, the most significant bit of the first
parcel transferred directs the information to the appropriate node. When
this bit is 0, the information is for the output node. When this bit is 1, the
information is for the input node.

When information transfers over the LOSP channel from theYCR3®D

system to the host system, the input node and output node share the LOSP
channel. The first node to request a transfer over the LOSP channel
controls the channel until that node sets the Disconnect LOSP Channel
signal.

The host system transfers request and response information to an I/O
gateway over the LOSP input channel. Table 11-1 shows the I/O registers
used by the input node or output node in an I/O gateway when receiving
LOSP data from the host system. Each node has a set of LOSP input
registers; however, the LOSP_CFIG register in the output node is not used
for the LOSP input channel.

Table 11-1. LOSP Input Registers

Register
Name Definition Description
, . In the input node, this register sets parameters that
LOSP_CFIG | LOSP channel configuration control the Resume signal in the LOSP input channel.
This register indicates what transfer conditions have
I0_IFLAG I/O interrupt flags occurred that may cause the I/O hardware interrupt to
set.
This register indicates which transfer or error
I0_IMASK I/O interrupt mask conditions will cause the 1/O hardware interrupt to be
set.
LOSP_DI LOSP data in This register is used to read the LOSP input data.
I0_ERR Error register Thl§ register indicates what error conditions occurred
during the transfer.
This register resets the bits in the IO_IFLAG and
I0_CLR VO clear I0_ERR registers and clears the LOSP input circuitry.
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The following subsections provide an overview of how these registers
may be used to receive data from the host system over the LOSP input
channel. Detailed descriptions of each register are provided in “Register
Mapping” later in this section.

Initialization

Before performing the first LOSP input transféme microprocessor writes
parameters into the LOSP_CFIG register in the input node. These
parameters set the pulse width of the Resume signal and set the amount of
delay needed after the LOSP circuitry receives the leading edge of the
Ready signal and before the LOSP circuitry samples the LOSP input data.

Interrupt Driven Versus Polled

The microprocessor in the input or output node of an I/0O gateway uses
one of two methods to monitor LOSP input transfers: interrupt driven or
polled. When using the interrupt driven method, the microprocessor
enables a hardware interrupt. When using the polled method, the
microprocessor periodically checks the value of the 10_IFLAG register

To enable the 1/0O hardware interrupt, bit 13 must be setto 1 in the
hardware interrupt enable register (HIER) in the microprocedsor

addition to the HIER register, bits 7 and 8 of the I0_IMASK register
should be set to 1 so the I/O hardware interrupt will be set when either of
two LOSP input transfer conditions occur. These conditions are listed
below More information on each transfer condition is provided in the
following subsection.

* LOSP input data available
* LOSP input disconnect

When using the polled method, the microprocessor may periodically
check the value of its associated 10_IFLAG register. Selected bits in the
IO_IFLAG register indicate when the previously listed LOSP input
transfer conditions occur. The I0O_IMASK register enables or disables the
I/O hardware interrupt for certain transfer and error conditions; however
the I0O_IFLAG register always indicates what conditions have occurred
regardless of the value of the IO_IMASK register.

For simplicity, the following subsections describe a LOSP input transfer
where the I/O hardware interrupt is enabled and will be set when a LOSP
input data available or LOSP input disconnect transfer condition occurs
(interrupt driven method). Also, the term “host system” in the following
subsections refers to a CPU or I0C in the host system.

11-4 Cray Research Proprietary CMM-0602-0A0
Volume 2 of 2



CRAY T3D Hardware Reference Manual LOSP and HISP Channels

Receiving Data

LOSP Input Data Available LOSP Input Buffer

When the host system initiates a LOSP data transfer to an I/O gateway, it
places the first 16-bit parcel of data on the LOSP data signals and sets the
Ready signal of the LOSP channel to 1. Bit 15 of the first parcel of LOSP
data indicates which node in the I/O gateway will receive the LOSP data.
When bit 15 is set to 1, the data is for the input node. When bit 15 is set to
0, the data is for the output node. Subsequent parcels of the transfer are
for the node specified by bit 15 of the first parcel.

The host system may send several parcels of data to the I/O gateway. As
the host system places each parcel on the LOSP data signals, it sets the
Ready signal and waits for the I/O gateway to respond with the Resume
signal (refer to Figure 11-3). After receiving the Resume signal, the host
system sends the next parcel of LOSP data.

LOSP Input Disconnect

215 20

o

LOSP Data
LOSP Data

[EEY

LOSP_ DI |« LOSP Data LOSP Data

N

LOSP Data

W
127 LOSP Data

LOSP Input Parcel Count

A

0_ERR Control
LOSP Control
(Input Channel) < Ready
Resume
[ Losp_cric |
Disconnect
I0_IFLAG | | 1omask | | 0. clr | —
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Figure 11-3. Receiving LOSP Input Data

The LOSP circuitry in the 1/0O gateway stores the first 4 parcels of data in
the LOSP_DI register of the node specified by bit 15 of the first parcel
transferred. The LOSP circuitry then stores subsequent parcels in the
LOSP input buffer (refer again to Figure 11-3). The LOSP circuitry
continues to store parcels in the LOSP input buffer until the host system
sets the Disconnect signal instead of the Ready signal or until the LOSP
input buffer fills with LOSP data.
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Disconnect Received

11-6

When the host system sets the Disconnect signal, the LOSP circuitry sets
the LOSP input data available bit (bit 7) in the IO_IFLAG register to 1.

At this point, the LOSP input data available bit indicates that 0 to 132
parcels of data are stored in the LOSP_DI register and the LOSP input
buffer. Because bit 7 of the IO_IMASK register is set to 1, the
microprocessor in the input or output node receives the I/O hardware
interrupt when the LOSP input data available bit is set to 1. Bit 15 of the
first parcel of LOSP input data determines which microprocessor receives
the hardware interrupt. (The following paragraphs assume bit 15 is set to
1)

After receiving the I/O hardware interrupt, the microprocessor reads its
associated 10_IFLAG register. When the LOSP input data available bit is
set to 1, this bit signals the microprocessor that LOSP input data is
available.

The microprocessor then reads the LOSP_DI register to receive the first
word of LOSP input data. After the LOSP_DI is read, the LOSP circuitry
transfers the next 4 parcels of LOSP input data from the LOSP input
buffer to the LOSP_DI register. To reset the LOSP input data available bit
to 0, the microprocessor must write a 1 to the clear LOSP input data
available bit (bit 10) of the IO_CLR register.

When the microprocessor reads the LOSP_DI register again, it receives
the second word of LOSP input data. The LOSP circuitry then transfers
the next 4 parcels of data from the LOSP input buffer to the LOSP_DI
register.

The microprocessor repeatedly reads the LOSP_DI register to read each
word of LOSP input data. When the microprocessor reads the last word of
the transfer from the LOSP_DI register, the support circuitry sets the
LOSP input disconnect bit (bit 8) to 1 in the IO_IFLAG registBecause

bit 8 of the IO_IMASK register is set to 1, this action also sets the 1/0
hardware interrupt. The microprocessor then reads the I0_IFLAG register
to see what conditions have occurred.

When set to 1, the LOSP input disconnect bit indicates that the word read
from the LOSP_DI register contained the last O to 4 parcels of the transfer
The microprocessor must read the valid parcel count (bits 5 through 7)
from the IO_ERR register to determine the number of valid parcels that
were read from the LOSP_DI register (refer again to Figin®)1

After reading the I0_ERR register and after performing error processing,
the microprocessor resets the LOSP input disconnect bit to 0 in the
IO_IFLAG register. It does this by writing a 1 to the clear LOSP input
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Full LOSP Input Buffer
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disconnect bit (bit 9) of the IO_CLR register. When the LOSP input
disconnect bit is reset to 0, it indicates that the input or output node is
finished processing the LOSP input transfer and the node can receive
another LOSP input transfer.

When the buffer fills with LOSP input data before the host system sets the
Disconnect signal, the LOSP circuitry sets the LOSP input data available
bit of the I0_IFLAG register to 1. In this case, the LOSP input data
available bit indicates that the input buffer and the LOSP_DI register
contain a total of 132 parcels of data. The LOSP circuitry does not send
the Resume signal to the host system. Because of this, the LOSP circuitry
does not accept another parcel of LOSP data.

The microprocessor receives the I/0O hardware interrupt when the LOSP
input data available bit is set to 1. After receiving the

I/O hardware interrupt, the microprocessor reads the I0_IFLAG register
Because the LOSP input data available bit is set to 1, this bit signals the
microprocessor that LOSP input data is available.

The microprocessor then reads the first word of LOSP input data from the
LOSP_DI register After the LOSP_DI is read, the LOSP circuitry

transfers the next 4 parcels of LOSP input data from the LOSP input
buffer to the LOSP_DI register. To reset the LOSP input data available bit
to 0, the microprocessor must write a 1 to the clear LOSP input data
available bit (bit 10) of the I0_CLR register. The LOSP circuitry sends
the Resume signal to the host system to accept another parcel of LOSP
data.

When the microprocessor reads the LOSP_DI register again, it receives
the second word of LOSP input data. The LOSP circuitry then transfers
the next word of data from the LOSP input buffer to the LOSP_DI
register.

The microprocessor continues to read from the LOSP_DI reglteen
the LOSP circuitry resets the LOSP Input Data Available bit to 1, the
LOSP buffer has filled with data again, and the microprocessor must
continue to read the LOSP_DI register.

When the LOSP circuitry sets the LOSP input disconnect bit to 1, the
microprocessor has read the last 0 (none) to 4 parcels of the transfer from
the LOSP_DI register. The microprocessor must read the valid parcel
count from the 10_ERR register to find out how many parcels (0 to 4) of
the last word read from the LOSP_DI register contain valid data.
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When the microprocessor reads all of the LOSP input data before the host
system sets the Disconnect signal, the microprocessor stalls, waiting for a
value to return from the LOSP_DI register. The LOSP circuitry does not
place data into the LOSP_DI register until it receives the LOSP data and a
Disconnect signal from the host system.

Errors
Two types of errors may occur during a LOSP input transfer. a LOSP
input sequence error or a LOSP input parity erkihen either of these
errors occurthe LOSP circuitry sets the appropriate bit in the I0_ERR
register which in turn sets the LOSP input error bit (bit 9) in the
IO_IFLAG register (refer to Figure 11-4).
LOSP Input Data Available LOSP Input Buffer
LOSP Input Disconnect 215 20
0| LOSP Data
LOSP DI |«tOSPDaa 1| LOsPData | |  LOSP Data
2| LOSP Data B
LOSP Input Parity Error L—o  _~
/\/
LOSP Input Parcel Count 127]  LosP Daia
A
LOSP Input Error A . LOSP Input Sequence Error
| I0_ERR [ Control
LOSP Control
(Input Channel) Ready
Resume
| Losp_cric |
Y VvV v Disconnect
Io_FLAG | [ 1omask | [ 1o clr |
A-11734
Figure 11-4. LOSP Input Errors
When enabled by the IO_IMASK register, the LOSP input error bit sets
the I/O hardware interrupt; however, the LOSP input error interrupt is
generally disabled to allow error processing to occur after the
microprocessor reads the last word of a transfer from the LOSP_DI
register.
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LOSP Input Sequence Error

LOSP Input Parity Error

CMM-0602-0A0
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A LOSP input sequence error occurs when the host system places new
LOSP data on the LOSP data signals and sets the Ready signal before the
I/O gateway has read the previous LOSP data and set the Resume signal.
When this occurs, the LOSP circuitry sets the LOSP input sequence error
bit (bit 4) to 1 in the IO_ERR register, which in turn sets the LOSP input
error bit to 1 in the 10_IFLAG register (refer again to Figuted).

When the LOSP input error bit in the 10_IFLAG register is set to 1, an
error occurred during the LOSP input transfafter the transfer, the
microprocessor reads the 10_ERR register to determine which error
occurred. When the LOSP input sequence error bit is set to 1, a LOSP
input sequence error occurred and the LOSP data the microprocessor
received is not valid.

When the LOSP data is not valid, the node that received the data requests
that the host system retransmit the data. The microprocessor in the node
resets the LOSP Input Sequence Error bit to O by writing a 1 to the clear
LOSP input error flags bit (bit 7) in the I0_CLR regist&ihis action also
resets both the LOSP input disconnect bit and the LOSP input error bit to
0 in the IO_IFLAG register.

A LOSP input parity error may occur due to one of two conditions. The
first condition occurs when a parity error is detected on the LOSP data as
it is transferred from the LOSP channel to the LOSP inpdéebuThe

second condition occurs when a parity error is detected in the LOSP data
as it is transferred from the LOSP input buffer to the LOSP_DI register.

In either condition, the LOSP circuitry sets the LOSP input parity error bit
(bit 3) to 1 in the 10_ERR register only when the LOSP circuitry transfers
the LOSP data from the LOSP buffer to the LOSP_DI register. When the
LOSP input parity error bit is set to 1, the LOSP input error bit in the
IO_IFLAG register sets to 1.

When the LOSP input error bit in the 10_IFLAG register is set to 1, an
error occurred during the LOSP input transfafter the transfer, the
microprocessor reads the 10_ERR register to determine which error
occurred. When the LOSP input parity error bit is set to 1, a LOSP input
parity error occurred and the LOSP data received is not valid.

When the LOSP data is not valid, the node that received the data requests

that the host system retransmit the data. The microprocessor in the node
resets the LOSP input parity error bit to O by writing a 1 to the clear LOSP

Cray Research Proprietary 11-9
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input error flags bit (bit 7) in the 10_CLR registérhis action also resets
the LOSP input disconnect bit and the LOSP input error bit to 0 in the
IO_IFLAG register.

Clearing the Channel

Different components of the LOSP input channel logic are cleared using
selected bits in the IO_CLR register. These bits are clear LOSP input
control (bit 0), clear LOSP input ready waiting bit (bit 5), clear LOSP
buffer and priority (bit 6), clear LOSP input error flags (bit 7), and clear
LOSP input disconnect (bit 9). When the IO_CLR register is in the input
node, these bits may perform different functions than when it is in the
output node. More information on the IO_CLR register is provided in
“Register Mapping” later in this section.

Master Clear

When the host system sets the Master Clear signal, it signals the

CRAY T3D system to perform a global reset. More information on the
global reset is provided in Section 10, “Control and Status.” When an I/O
gateway receives the Master Clear signal, it sets the master clear in bit (bit
12) of the 10_IFLAG register to 1 in both the input node and the output
node (refer to Figure 11-5).

NOTE: In the hardware, the master clear in bit is also indicated by bit 12
of the IO_IMASK register. Because of this characteristic, the
correct value of the master clear in bit is read by performing a
logical OR between bit 12 of the I0_IFLAG register and bit 12
of the 10_IMASK register.

11-10 Cray Research Proprietary CMM-0602-0A0
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LOSP Input Data Available LOSP Input Buffer
. 215 20
LOSP Input Disconnect
0| LOSP Data
LOSP DI Je—"0SP DA 1| LosPData || LOSPData
2| LOSP Data
LOSP Input Parity Error
W
LOSP Input Parcel Count 17| LOSP Dam

LOSP Input Error ! , _ LOSP Input Sequence Error
{ IO_ERR | Control

LOSP Control

(Input Channel) <Ready
Master Clear In Ready
[ Losp_cFic | _
Disconnect
Y Y VY Y v
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Figure 11-5. Master Clear
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Output Channel

The I/O gateway transfers request and response information to the host
system over the LOSP output channel. Table 11-2 shows the registers
used by the input node or output node in an I/O gateway when sending
LOSP data to the host system. Each node has a set of LOSP output
registers; however, the LOSP_CFIG register in the input node is not used
for the output channel.

Table 11-2. LOSP Output Registers

Register
Name Definition Description
, . In the output node, this register sets parameters that
LOSP_CFIG | LOSP channel configuration control the Ready signal in the LOSP output channel.
This register indicates what transfer conditions have
I0_IFLAG I/O interrupt flags occurred that may cause the I/O hardware interrupt to
be set.
This register indicates which transfer or error
I0_IMASK I/O interrupt mask conditions will cause the 1/0 hardware interrupt to be
set.
LOSP DO LOSP data out This register is used to send data to the LOSP output
- channel.
LOSP_DISC | LOSP output disconnect This register sets the Disconnect signal on the LOSP
output channel.
I0_ERR Error register Thl_s register indicates what error conditions occurred
during the transfer.
This register resets the bits in the IO_IFLAG and
I0_CLR I/O clear I0_ERR registers and clears the LOSP output
circuitry.
I0_SYN Syndrome register Th|s register contglns thg syndrome blj[S fora
microprocessor single-bit or multiple-bit error.
DEC_SYN_ Clear microprocessor This register clears microprocessor single-bit or
CLR syndrome register multiple-bit errors.
The following subsections provide an overview of how these registers
may be used to send LOSP data to the host system over the LOSP output
channel. Detailed descriptions of each register are provided in “Register
Mapping” later in this section.
11-12 Cray Research Proprietary CMM-0602-0A0
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Initialization

Before performing the first LOSP output transtee microprocessor in
the output node writes parameters into the LOSP_CFIG regiEtese
parameters control the pulse width of the Ready signal.

Interrupt Driven Versus Polled

Sending Data

CMM-0602-0A0

Volume 2 of 2

Like during LOSP input transfers, the microprocessor in the input or
output node of an I/O gateway uses either the interrupt driven method or
the polled method to monitor the LOSP output transfer

The microprocessor must set bit 13 of the HIER register to 1 to receive the
I/O hardware interrupt. In addition to the HIER regisibér10 of the
IO_IMASK register should be set to 1 so the I/O hardware interrupt will

be set when a LOSP output complete transfer condition occurs. More
information on this transfer condition is provided in the “Sending Data”
subsection.

For simplicity, the following subsections describe a LOSP output transfer
where the I/O hardware interrupt is enabled and will be set when a LOSP
output complete transfer condition occurs. Also, the term host system in
the following subsections refers to a CPU or IOC in the host system.

When the microprocessor in the input node or output node initiates a
LOSP data transfer to the host system, it writes the first word of LOSP
output data in the LOSP_DO register (refer to Figur&)L The
microprocessor then waits until the LOSP circuitry indicates that the
microprocessor has control of the LOSP output channel.
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LOSP Output Complete LOSP Output Buffer
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0| __LOSP Data
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Figure 11-6. Sending LOSP Output Data

When the microprocessor in the input node and the microprocessor in the
output node both write a word of data to their associated LOSP_DO
registers at the same time, the LOSP circuitry selects which node has
priority to use the LOSP output channel. The LOSP circuitry then
transfers the 4 parcels of data from the LOSP_DO register in that node to
the LOSP channel. After emptying the LOSP_DO regititerLOSP

circuitry sets the LOSP output complete bit to 1 in the I0_IFLAG register
of the node that has control of the LOSP output channel.

Because bit 10 of the I0_IMASK register is set to 1, when the LOSP
output complete bit is set to 1, the I/O hardware interrupt is set. The
microprocessor then reads the 10_IFLAG register to determine what
condition set the I/O hardware interrupt. Because the LOSP output
complete bit is set to 1, this bit indicates that the LOSP circuitry
transferred the word of data from the LOSP_DO register to the LOSP
channel and that the microprocessor has control of the LOSP output
channel.

The microprocessor then writes the second word of LOSP data into the
LOSP_DO register. This action causes the LOSP circuitry to reset the
LOSP output complete bit to O in the 10_IFLAG regist€he LOSP
circuitry then transfers the 4 parcels of data from the LOSP_DO register
into the LOSP output buffer and eventually to the LOSP channel.

After the microprocessor receives the 1/0 hardware interrupt that indicates
it has control of the channel, the microprocessor can write up to 31 more
words of data to the LOSP_DO register. When finished writing the last
word of the transfer to the LOSP_DO register or when finished writing the
31st word of data to the LOSP_DO register, the microprocessor must wait
for the 1/0 hardware interrupt to set.

Cray Research Proprietary CMM-0602-0A0
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When the microprocessor writes more than 31 words to the LOSP_DO
register before the microprocessor receives the 1/0 hardware interrupt, the
microprocessor may overwrite valid data that is stored in the LOSP output
buffer. The I/O gateway hardware does not check for this condition, and
all flow control must be maintained by software.

When the LOSP circuitry transfers the last word of LOSP data from the
LOSP_DO register and LOSP output buffer to the LOSP output channel,
the LOSP circuitry sets the LOSP output complete bit in the I0_IFLAG
register to 1. When this bit is set to 1, the I/O hardware interrupt is set to
the microprocessor. The microprocessor then reads the 10_IFLAG
register to determine what condition set the 1/0 hardware interrupt.

When set to 1, the LOSP output complete bit indicates that all of the

LOSP data that was written to the LOSP_DO register has been transferred
to the LOSP output channel. When the microprocessor is finished with
the transfer, the microprocessor writes any value to the LOSP_DISC
register. This action causes the LOSP circuitry to set the Disconnect
signal in the LOSP output channel, which terminates the transfer. The
LOSP circuitry then determines which node has control of the LOSP
output channel next and, when applicable, starts another LOSP output
transfer.

When the microprocessor is not finished with the transfer, the
microprocessor writes up to 31 more words of data to the LOSP_DO
register When finished writing the last word of the transfer or when
finished writing the 31st word of data to the LOSP_DO regititer
microprocessor must again wait for the 1/O hardware interrupt to set due
to a LOSP output complete condition. When this occurs, the
microprocessor may terminate the LOSP output transfer by writing more
data to the LOSP_DO register or by writing any value to the LOSP_DISC
register.

CMM-0602-0A0 Cray Research Proprietary 11-15
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Errors

Three types of errors may occur with a LOSP output transfer. LOSP
output ROA parity errors, LOSP output sequence errors, and
microprocessor SECDED errors. When a LOSP output ROA parity error
or a LOSP output sequence error occur, the LOSP circuitry sets the
appropriate bit in the IO_ERR register, which in turn sets the LOSP output
error bit (bit L) in the 10_IFLAG register (refer to Figuré-¥). When
microprocessor SECDED errors occur, the LOSP circuitry sets the
appropriate bits in the 10_IFLAG register.

Microprocessor Single-bit Error LOSP Output Buffer
Microprocessor Multiple-bit Error

LOSP Output Complete

215 20
LOSP Data
LOSP Data
LOSP Data

LOSP Output ROA Parity Error L — _—

/\/

127/ LOSP Data

o

LOSP DI I LOSP Data -

/
[EEY

LOSP Data

N

A

Y
LOSP Output Error ~_ LOSP Output Sequence Error
5 i I0_ERR i‘ Control

LOSP Control

Ready
(Output Channel)

Resume

[ 10.syN | [DEC_SYN_CLR| | Losp cric | |«

Disconnect

Yy vYyyvy 'y
loFLtAG | | 1omask | | 1ocir |

| Losp_pisc |

A-11736

Figure 11-7. LOSP Output Errors

When enabled by the IO0_IMASK register, the LOSP output error bit sets
the 1/0 hardware interrupt; however, the LOSP output error interrupt is
generally disabled to allow error processing to occur after the
microprocessor writes the last word of the transfer into the LOSP_DO
register. When enabled by the IO_IMASK register, the microprocessor
SECDED error bits of the I0_IFLAG register also set the I/O hardware
interrupt. These interrupts are usually enabled during the transfer
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LOSP Output ROA Parity Error

A LOSP output ROA parity error occurs when the LOSP circuitry detects

a parity error when reading a parcel of data out of the LOSP outgat. buf
This error is detected before the LOSP circuitry generates the parity bits
for the LOSP output channel. When a LOSP output ROA parity error
occurs, the LOSP circuitry sets the LOSP output channel parity bits so that
the host system will also detect a parity error when it receives the LOSP
data.

The LOSP circuitry also sets the LOSP output ROA parity error bit (bit
10) of the I0O_ERR register to 1. This action causes the LOSP output error
bit of the 10_IFLAG register to also set to 1 (refer again to Figli¥é)l

When the LOSP output error bit in the 10_IFLAG register is setto 1, an
error occurred during the transfer. After the transfer, the microprocessor
reads the IO_ERR register to determine which error occurred. When the
LOSP output ROA parity error bit is set to 1, a parity error occurred and
the LOSP data that was sent was not valid.

To clear the error, the microprocessor must write a 1 to the clear LOSP
output error flags bit (bit 8) of the IO_CLR registdihe microprocessor

then writes any value to the LOSP_DISC register to terminate the transfer
and set the LOSP output complete bit in the IO_IFLAG register to 0. The
microprocessor can then attempt to send the LOSP output data to the host
system again.

LOSP Output Sequence Error

CMM-0602-0A0
Volume 2 of 2

A LOSP output sequence error occurs when the host system sets the
Resume LOSP channel signal and the LOSP circuitry is not performing a
LOSP output transfer. When this occurs, the LOSP circuitry sets the
LOSP output sequence error bit (bit 11) to 1 in the I0_ERR register,
which in turn sets the LOSP output error bit in the 10_IFLAG register to 1
(refer again to Figure 11-7). The microprocessor will detect this error
only when the I/O hardware interrupt is enabled for error conditions, or
when the microprocessor reads the value of the I0_IFLAG register

To clear the error, the microprocessor must write a O to the clear LOSP
output error flags bit (bit 8) of the IO_CLR registédihe microprocessor

then writes any value to the LOSP_DISC register to terminate the transfer
requested by the host system.
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Microprocessor SECDED Errors

11-18

A microprocessor SECDED error occurs when the 1/O circuitry detects an
error when performing SECDED on LOSP output data. The 1/O circuitry
performs SECDED on LOSP output data before writing the data into the
LOSP_DO register. (A microprocessor SECDED error may also occur
during a HISP output transfer. More information on the HISP output
transfer is provided later in this section.)

When the 1/O circuitry receives a 64-bit word of data and 14 check bits
from a microprocessor (or BLT transfer during HISP output transfers), the
circuitry generates a new set of check bits for the data. When the new
check bits match the original check bits, none of the data or original check
bits changed value after the microprocessor generated them. When the
new check bits do not match the original check bits, one or more of the
data or original check bits changed value after the microprocessor
generated them.

When only one bit changed value, the 1/O circuitry corrects the bit and
sets the microprocessor single-bit error bit (bit 1) of the I0_IFLAG
register to 1. The 1/O circuitry also stores the syndrome bits for the
single-bit error in the syndrome register (I0_SYN) of the node performing
the transfer The syndrome bits indicate which bit of a 32-bit halfword

was corrected. More information on the microprocessor syndrome bits is
provided in Section 3, “Processing Element Node.”

After the 1/O circuitry sets the microprocessor single-bit error bit to 1, and
one or more single-bit errors occur, the microprocessor single-bit errors bit
remains set to 1. The syndrome stored in the IO_SYN register
corresponds to the last single-bit error that occurred. When one or more
multiple-bit errors occur, the microprocessor single-bit error bit resets to

0. The syndrome stored in the IO_SYN register corresponds to the first
multiple-bit error that occurred.

When more than one bit changed value, the I/O circuitry cannot correct
the bits. In this case, the 1/O circuitry sets the microprocessor multiple-bit
error bit (bit 2) of the I0_IFLAG register to 1. The 1/O circuitry also

stores the syndrome bits for the multiple-bit error in the syndrome register
(I0_SYN) of the node performing the transfer

After the I/O circuitry sets the microprocessor multiple-bit error bit to 1,
and one or more single-bit errors occur, the microprocessor multiple-bit
errors bit remains set to 1. The syndrome stored in the IO_SYN register
corresponds to the first multiple-bit error that occurred. When one or
more multiple-bit errors occur, the microprocessor multiple-bit error bit
remains set to 1. The syndrome stored in the IO_SYN register
corresponds to the first multiple-bit error that occurred.
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Volume 2 of 2



CRAY T3D Hardware Reference Manual LOSP and HISP Channels

Clearing the Channel
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The microprocessor resets the microprocessor single-bit error and
microprocessor multiple-bit error bits of the 10_IFLAG register by
writing any value to the clear microprocessor syndrome register
(DEC_SYN_CLR). Although the microprocessor SECDED bits of the
IO_IFLAG register reset to 0, the syndromes in the IO_SYN register
remain unchanged. The microprocessor syndromes in the |IO_SYN
register are valid only when one of the IO_IFLAG microprocessor
SECDED bits is set to 1.

Different components of the LOSP output channel are cleared using the
following selected bits in the IO_CLR register.

e Clear LOSP output control (bit 1)
* Clear LOSP buffer and priority (bit 6)
e Clear LOSP output error flags (bit 8)

These bits may perform different functions when the 10_CLR register is

in the input node compared to the output node. More information on each
of these bits is provided in “Clear 1/0 Register” in “Register Mapping”

later in this section.
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HISP Channel
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HISP Input Channel

HISP Input Data
(64 Data and
8 Check Bits)

HISP channels transfer system data between the CRAY T3D system and
the host system. A HISP channel connects two components: a master and
a slave. The master controls the HISP channel by providing address
information to the slave.

When a HISP channel connects a master 1/0 gateway to a CPU in the host
system, the 1/0O gateway is the master of the HISP channel and the CPU is
the slave. When a HISP channel connects a slave I/0O gateway to an 10C,
the 10C is the master of the HISP channel and the I/O gateway is the
slave.

The data transfer rate of a HISP channel is 100 Mbytes/s or 200 Mbytes/s
in each direction. The transfer rate can be changed by software.

Figure 11-8 shows the signals used in a HISP channel. Table 11-3 lists the
HISP channel signals and describes each signal. In Figure 11-8, the
master component is the I/O gateway and the slave component is the host
system. The term input hereafter refers to a transfer from the host system
to the I/0O gatewayand the term output hereafter refers to a transfer from
the 1/0O gateway to the host system.

HISP Output Channel

HISP Output Data
(64 Data and
8 Check Bits)

Address and Block
Length

Y

Address and Block
Length

Address Ready

Yy v

Address Ready

Transmit Address

Transmit Address

Master : Address Error Slave Master : Address Error Slave
_ Data Ready Data Ready
Transmit Data __Transmit Data
< Last Word Last Word -
_ Unrecoverable Error _Unrecoverable Error
Disable SECDED Disable SECDED
Clear Channel Clear Channel
A-11737
Figure 11-8. HISP Channel Signals
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Table 11-3. HISP Channel Signals

Signal Description

Data is transferred between the master and slave in 64-bit words; 8

Data check bits that are used to perform SECDED are also transferred.

The address is the location in the slave where the first word that will
be transferred resides. The block length is the total number of 64-bit
Address and Block Length words that will be transferred. Like the data signals, the transfer rate
of address and block length information may be 100 Mbytes/s or 200
Mbytes/s.

The master sets the Address Ready signal to inform the slave that

Address Ready valid information is on the Address and Block Length signals.

The slave sets the Transmit Address signal to inform the master that
the slave is ready to receive the address and block length. The slave
resets the Transmit Address signal after receiving the address and
block length.

Transmit Address

The slave sets the Address Error signal when it detects a parity error
Address Error on the address and block length information or when the master sets
the Address Ready signal out of sequence.

The sender sets the Data Ready signal to inform the receiver that

Data Ready valid data is on the Data signals.

The receiver sets the Transmit Data signal to inform the sender that

Transmit D iver i
ansmit Data the receiver is ready to accept data.

The sender sets the Last Word signal to inform the receiver that the

Last Word data on the Data signals is the last word of the transfer.

The slave sets the Unrecoverable Error sign