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IN THIS ISSUE 

When the CRA Y -1 supercomputer was unveiled nearly a decade ago, it set new 

standards for scientific computer performance. Now those standards have been 

exceeded by an order of magnitude. This year we are pleased and proud to announce 

the CRA Y -2 supercomputer, the newest computer to emerge from Seymour Cray's 

research laboratory in Chippewa Falls, Wisconsin. The CRA Y -2's unique immersion 

cooling and three-dimensional circuit technologies mark a radical break from previous 

computer designs. These breakthroughs make possible the CRA Y -2's unprecedented 

4.1-nanosecond clock cycle and 256-million word memory. Important as these 
advances are, they are all the more impressive when one sees the CRA Y -2's four 

powerful CPUs operating in a see-through cabinet merely 45 inches tall and 53 inches 
in diameter! 

In this issue of CRA Y CHANNELS we also explain multitasking, how to do it, when 

and why. A look at the roles supercomputers play in seismic data processsing and 

nuclear reactor safety analysis is also offered, as well as a profile of CUG, the Cray User 

Group. Our regular departments will take you to the second Cray science and 

engineering symposium, our expanding operations in Chippewa Falls and to Jupiter, 

for a computational look at the jovian red spot. 

The development of the CRA Y -2 supercomputer demonstrates Cray Research's 

commitment to excellence in scientific computing. When Keats wrote, "Beauty is 

truth, truth beauty," it's unlikely he was contemplating the arrival of the CRA Y -2, but 

he might as well have. We hope you'll join in our excitement as we introduce this new 

research tool to the scientific community. 

On the cover is the top of a coolant reservoir for the CRA Y -2 
supercomputer. The cascading liquid is the CRA Y -2's inert 
fluorocarbon coolant being pumped through a standpipe. Th 
standpipe is used to maintain a coolant pressure close to 
atmospheric. The reservoir itself serves as a coolant holding tank 
when the mainframe must be serviced. 
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I N T R 0 D u c I N G 

TheCRAY-2 
Co111puter Syste111 

Curiosity about the CRAY-2 has been high ever since late 1981, when Seymour 
Cray announced a technological breakthrough enabling him to complete the 

system's design stage. On November 19th of that year, Cray told a news conference 
gathering about the key features of his new design and explained some of the 
unusual technologies chosen. Now, Cray Research is proud to announce the 

CRA Y -2 Computer System - the first of a new generation of supercomputers 
developed by Seymour Cray. 



CRA Y -2 architecture and design overview 
A pioneer in the use of liquid immersion cooling 
technology, the CRA Y -2 features a 256-million-word 
Common Memory, four independent processors and a 4.1 nanosecond clock cycle - all in a package just 45 
inches tall and 53 inches in diameter. The CRA Y -2 
delivers effective CPU speed six to twelve times that of 
the CRAY-1 and runs an operating system based on 
AT&T's widely accepted UNIX™ System V. 

The CRA Y -2's extremely high processing rates result 
from its compact size, its balanced integration of scalar 
and vector capabilities and its large Common Memory 
in a multiprocessing environment. The significant ar­
chitectural components of the CRA Y -2 Computer 
System (Figure 1) include four Background Processors, each with a high-speed Local Memory, a Foreground 
Processor, 256 million 64-bit words of Common 
Memory and a maintenance control console. 

Each of the four Background Processors contains regis­
ters and functional units to perform both vector and 
scalar operations. The high-speed Local Memory inte­
gral to each Background Processor is available for 
temporary storage of vector and scalar data . The single Foreground Processor supervises the four Background 
Processors, while the large Common Memory comple­
ments the processors and provides archi tectural bal­
ance, thus assuring extremely high throughput rates. 
The maintenance control console enables routine 
onsite maintenance. 

Background Processors 
Each of the four identical Background Processors is 
more powerful than a CRA Y -1 computer, offering ex­
ceptional scalar and vector processing capabilities. 
The four processors can operate independently on 
separate jobs or concurrently on a single program. Clock cycle time on each is 4.1 nanoseconds - faster 
than any other computer system available. 

Each Background Processor consists of a computation 
section, a control section and a high-speed Local 
Memory of 16,384 64-bit words. The computation sec­
tion performs arithmetic and logical calculations. 
These operations and the other functions of a Back­
ground Processor are coordinated through the control 
section. Local Memory is used for temporary storage 
of scalar and vector data during computations. It re­
places the B and T registers on the CRA Y -1 and is 
readily available to user jobs. 

Common Memory 
The CRA Y -2's large Common Memory is one of its pri­
mary technological advantages. Remarkable but true: 
one CRA Y -2 system has more memory than the total of all CRAY-1 and CRAY X-MP systems installed to 
date! Common Memory on the CRA Y-2 consists of 256 million 64-bit words randomly accessible from 
any of the four Background Processors and from any 
of the high-speed and common data channels. 

Common Memory is arranged in four quadrants of 32 
banks each, for a total of 128 interleaved banks. It is 
shared by the Foreground Processor, the four Back­
ground Processors and the peripheral equipment con­
trollers. Each bank of memory has an independent 
data path to each of the four Common Memory ports. Each bi-directional Common Memory port connects 
to a Background Processor and a foreground com­
munications channel. Total memory bandwidth is 64 
gigabits (1 billion) words per second. 

All memory access is performed automatically by the 
hardware. Any user may use all or part of this 
memory. Significantly larger than that offered on any other commercially available computer system, the 
CRAY-2's Common Memory allows the individual 
user to run programs impossible to run on any other 
system. It also enhances multiprogramming by allow­
ing an exponential increase in the number of jobs that 
can reside concurrently in memory. 

Foreground Processor and 1/0 Section 
The Foreground Processor supervises overall system 
activity among itself, the Background Processors, Common Memory and peripheral controllers. System 
communications occurs through four high-speed 
synchronous data channels. 

The maximum number of 1/0 devices possible in a 
CRAY-2 configuration is 40 (a maximum of ten 
devices per communication channel is possible) . A 
typical configuration might include nine disk drives 
(typically DD-29s) and one adapter per channel, for a 
total of 36 disk drives and four adapters in the maxi­
mum configuration. More than four adapters may be configured, but at the expense of disk storage. 
UNIX is a trademark ol AT&T Bell Laborator ies. 

Common Memory 

Figure 1. CRA Y-2 system overview. 

3 



4 

Physical characteristics 

The CRA Y -2 mainframe is elegant in appearance as 
well as in architecture. The memory, computer logic 
and DC power supplies are integrated into a compact 
mainframe composed of 14 vertical columns arranged 
in a 300° arc. The upper part of each column contains 
a stack of 24 modules and the lower part contains 
power supplies for the system. Total cabinet height, 
including the power supplies, is 45 inches, and the 
diameter of the mainframe is 53 inches. Thus, the 
'~footprint" of the mainframe is a mere 16 square feet 
of floor space. The mainframe weighs 5500 pounds, 
including 2000 pounds of coolant. 

The CRAY-2's pluggable modules are three­
dimensional structures; eight printed circuit boards 
form the module. Circuit interconnections are made in 
all three dimensions. Each module measures 1 x 4 x 8 
inches, weighs 2 pounds, consists of approximately 
40% integrated circuits by volume and consumes 300 
to 500 watts of power. 

Effective cooling techniques are central to the design 
of high-speed computational systems. More densely 
packed components result in shorter signal paths, 
thus contributing to higher speeds. Traditionally, the 
tradeoff has been lower reliability due to increased 
operating temperatures, but with the advent of the 
CRA Y -2 this is no longer a limitation. The liquid im­
mersion cooling technology used by the CRA Y -2 is a 
breakthrough in the design of cooling systems for 
large-scale computers. It places the cooling medium in 
direct contact with the components to be cooled, thus 
efficiently reducing and stabilizing the operating tem­
perature and increasing system reliability. 

The CRA Y -2 mainframe operates in a cabinet filled 
with a colorless, odorless, inert fluorocarbon fluid. 

Development work is done with the CRA Y -2. 

The fluid is nontoxic and nonflammable, and has high 
dielectric (insulating) properties. It also has high ther­
mal stability and outstanding heat transfer properties. 
The coolant flows through the module circuit boards 
and is in direct contact with the integrated circuit 
packages and power supplies. 

CRA Y -2 reliability and maintenance 

The CRAY-2's immersion cooling technology contri­
butes to its high reliability. All components rapidly 
dissipate heat to the fluid, thus preventing high chip 
temperatures. In fact, chip temperatures on the 
CRA Y -2 are substantially lower than those achieved 
by other types of cooling and result in significantly re­
duced chip failure rates. Efficient heat dissipation also 
prevents destructive thermal shocks that might result 
from large temperature differentials and fluctuations . 
Additionally, a fifteen-to-one decrease in module 
count per CPU from the CRAY-1 and a ten-to-onere­
duction in memory module count enhance failure iso­
lation, producing a corresponding increase in mainte­
nance efficiency. 

If a module should fail, effective and timely mainte­
nance is a routine operation. Diagnostic software 
quickly isolates the problem to the failing module. The 
immersion fluid is quickly pumped into the reservoir 
adjacent to the mainframe. The front panel is easily re­
moved for ready access to the module, which can then 
be replaced. The front panel is then reinstalled and the 
fluid quickly returned to the mainframe. The en tire op­
eration requires only a few minutes. Once the system 
is restarted, further diagnosis and repair of the module 
can occur on-site at the maintenance station. 

CRA Y-2 software 

Cray Research has made a major commitment to the 
development of a comprehensive and useful user envi­
ronment through an aggressive software development 
program. The CRA Y -2 Computer System comes with 
state-of-the-art software including an operating 
system based on AT&T UNIX System V, an automatic 
vectorizing FORTRAN compiler, a comprehensive set 
of utilities and libraries and a C language compiler. 
The choice of an operating system based on UNIX pro­
vides the CRA Y -2 user with a well-defined program 
development environment joined with the advanced 
computational power of the CRAY-2. The user ac­
cesses the power of the system through the proven au­
tomatic vectorizing standard-FORTRAN compiler 
and library routines. 

The CRA Y -2 Operating System contains a kernel and 
a large, diverse set of utilities and library programs. 
The kernel is procedure-oriented, encompassing 
many processes that dynamically share a common 
data area used to control the operation of the system. 
The system is oriented towards an interactive environ­
ment with a hierarchical file structure, which features 
directories, user ownership and file protection/priva­
cy. The kernel of the CRA Y-2 Operating System has 
been substantially enhanced in the areas of asynchro-



nous 1/0 processing and in the efficient use of very 
large data files. Other significant enhancements in­
clude support for multiprocessing and user multitask­
ing. A batch processing capability is provided for effi­
cient use of the system by large, long-running jobs. 
The operating system supports high-level languages 
(including C and FORTRAN) and the mechanism to 
deliver a common operating system environment 
across a variety of interconnected computer systems. It 
provides the user with the ultimate in computational 
performance from the CRA Y -2. 

The CRAY-2 FORTRAN compiler, CFT Version 2, is 
based on CFT, the highly successful CRA Y -1 compiler 
that was the first in the industry to automatically 
vectorize programs. CFT Version 2 automatically 
vectorizes inner DO-loops, provides normal program 
optimization and exploits many of the unique features 
of the CRA Y -2 architecture, all without sacrificing 
high compilation rates. The compiler and FORTRAN 
library offer current Cray customers a high level of 
source code compatibility by making available the 
same FORTRAN extensions, compiler directives and 
library interfaces available on other Cray Research 
products. The FORTRAN library and a library of 
highly optimized scientific subroutines enable the 
user to take maximum advantage of the architecture of 
the hardware. The 1/0 library provides the FORTRAN 
user with convenient and efficient use of external 
devices at maximum data rates for large files. 

In conjunction with vectorization and large memory 
support, a flexible multitasking capability on the 
CRA Y -2 provides a major performance step in large­
scale scientific computing. The user interface to the 
CRAY-2 multitasking capability is a set of FORTRAN­
callable library routines compatible with similar rou­
tines available on other Cray products. 

The C programming language is a high-level language 
used extensively in the creation of the CRA Y -2 
Operating System and the majority of the utility pro­
grams that comprise the system. It is available on pro­
cessors ranging from microcomputers to mainframe 
computers and now to CRA Y computers. C is useful 
for a wide range of applications and system-oriented 
programs. The availability of C complements the 
scientific orientation of FORTRAN. 

A useful and appropriate set of software tools assists 
both interactive and batch users in the efficient use of 
the system. Operational support facilities enable 
proper management of the system. 

The CRA Y -2 Assembler, CAL Version 2, provides a 
powerful macro assembly language that allows users 
to take advantage of all CRA Y-2 instructions, while 
using an instruction syntax and macro capability 
highly compatible with the CRA Y -1 assembler. 

Conclusion 

The CRA Y -2 Computer System represents a major ad­
vance in large-scale computing. The combination of 

four high-speed Background Processors, a high-speed 
Local Memory, a large Common Memory, extremely 
powerful I/0 and a comprehensive software product 
offers unsurpassed performance for today's super­
computer user. With its balanced architecture and 
large Common Memory, the CRA Y -2 offers users dra­
matically increased throughput rates. In conventional 
memory-limited computer systems, 1/0 wait times for 
large problems that use out-of-memory storage run 
into hours. On the CRA Y-2, however, problems pre­
viously considered large-scale become medium- or 
even small-scale. And problems considered unsolvable 
or too costly become not only solvable, but economi­
cally feasible as well. 

The CRA Y -2 computer system ... setting the standard 
for the next generation of supercomputers. D 

Summary of CRA Y -2 features 

Hardware: 
o 256 million words of directly 

addressable Common Memory 
o 4.1 nsec clock cycle time 
o Integral Foreground Processor and four 

independent Background Processors 
o Powerful I/O 
o Very high reliability 
o Liquid immersion cooling 
o Three-dimensional modules 

Software: 
o The CRAY-2 Operating System, based 

on the proven UNIX System V and 
enhanced to fit the large-scale 
scientific computer environment 

o CFT Version 2, a vectorizing and 
optimizing FORTRAN compiler 

o A FORTRAN standard mathematical 
and 1/0 subroutine library 

o A scientific subroutine library optimized 
for the CRA Y -2 

o A multitasking library that allows user 
partitioning of an application into 
concurrently executing tasks 

o A wide variety of system utilities to 
support the needs of interactive and 
batch processing 

o A C language compiler that supports the 
needs of system software written inC 

o CAL Version 2, the CRA Y macro 
assembler, which provides access to all 
CRA Y -2 instructions 
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Computer simulation and 
nuclear safety 
The nearly 80 nuclear power plants operating in the 
United States today contribute more than 13 percent 
of our national electric power supply. Another 50 or 
so are currently under construction, so that by the 
year 2000, nuclear power will provide upward of 20 
percent of all the electricity used in the United States. 
As these figures indicate, nuclear power has become 
an integral part of our national energy grid. 

Internationally, nuclear power also has an important 
role. France and Japan have made it a central part of 
their national energy policies and both have built 
numerous nuclear reactors. In addition, nuclear reac­
tors are producing electricity in the United Kingdom, 
Canada, West Germany, Belgium, Sweden, Korea and 
other industrial nations. 

In spite of its practical success, however, the nuclear 
energy industry remains embroiled in controversy, at 
least in the United States. In the mind of much of the 
public, the risks surrounding nuclear power outweigh 
its value as an energy source. Concerns about power 
plant safety have prompted the U.S. Nuclear Regula­
tory Commission (NRC) to issue nearly 2000 regula­
tory guides, letters, bulletins, orders, notices and stan­
dards since 1982. Among current regulations is there­
quirement that proposed power plant designs adhere 
to specific criteria for emergency core cooling system 
(ECCS) performance. Utilities must demonstrate that 
for a given accident the ECCS performance meets the 
Federal regulations before they can obtain a license for 
new plant construction. 

·"The analysis assumptions described in Appendix K 
of 10 CFR 50 (the Federal regulation specifying analy­
sis assumptions that must be used in ECCS analyses) 
have really become the basis for power plant simula­
tions run on computers," explained Brian Sheron, 
chief of the Reactor Systems Branch, Division of Sys­
tems Integration of the NRC's Office of Nuclear Reac­
tor Regulation. "The NRC has developed its own 
codes and approved others for simulating power 
plants based on the regulation. Typically, vendors run 
their proposed designs through the simulations, and 
those results are submitted to the NRC as proof that 
the plant satisfies the criteria." •. . . . 
• • •• • • • • 

Today, computer simulation is the most important 
tool available for assessing nuclear power plant safety. 
Simulations play a central role in the licensing process, 
the development of power plant designs and basic re­
search. By modeling a power plant's internal processes 
on a computer, scientists can study the performance of 
the plant's safety features and predict the outcome of 
foreseeable failures. Since no one would ever want to 
subject a full-scale nuclear power plant to severe acci­
dent conditions, and because the cost of full-scale ex­
periments for all of the possible accident paths is pro­
hibitive, the nuclear power industry relies more heavi­
ly on theoretical analysis of design and safety features 
than any other high-technology industry. The 
computer codes used to perform these analyses are 
tested against experimental data from scaled test facili­
ties in the United States and abroad. 

Supercomputers are required to run complex reactor 
simulation codes in a practical time frame. For exam­
ple, CRA Y systems play a central role in nuclear 
power plant safety analyses conducted at the Los 
Alamos National Laboratory (LANL) in Los Alamos, 
New Mexico. The laboratory developed a program 
called the Transient Reactor Analysis Code (TRAC), 
which is now run on its CRA Y computers. A second 
major nuclear power plant simulation code, the Reac­
tor Excursion and Leak Analysis Program (RELAP), 
has been developed at the Idaho National Energy 
Laboratory (INEL). The latest version, RELAP5, has 
recently been converted for use on CRA Y systems. 

Reactor primer 

Although a modern nuclear power plant is a very 
complex system designed to exacting specifications, a 
nuclear reactor, by itself, is a relatively simple device. 
In 1942, Enrico Fermi and his colleagues built a crude 
reactor on the first try. By placing pieces of natural 
uranium in a stack of graphite blocks, they achieved a 
self-sustained and controlled nuclear fission chain 
reaction, thus demonstrating the potential for generat­
ing a large amount of usable energy. 

~I 
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The energy-producing process is nuclear fission, in 
which an a tomic nucleus absorbs a neutron and 
breaks apart into several fragments, typically two 
smaller nuclei, two or more neutrons and gamma 
rays. The resulting neutrons can themselves initiate 
fission of other nuclei and so begin a chain reaction. 
Sustaining this chain reaction, however, requires a 
sufficiently large mass of fuel. With too little fuel, too 
many neutrons escape and the chain reaction stops. 

STEAM 
GENERATOR 

(a} Hrghl'rt:nure lnle1 
REAC TOR Low Prcmue l ui~ I 

VESSEL 

Figure 1. Coolant flow pattern through the primary system 
of a pressurized-water reactor. 

Several methods are commonly used to control the fi s­
sion reaction rate in nuclear reactors. Older plants 
typica lly rely on control rods that are moved in and 
out of the reactor core where the fi ssion reaction is 
taking place. These rods contain materials such as 
boron or cadmium that readily absorb neutron s with­
out undergoing fission, thus removing th em from fur­
ther participation in the ongoing reaction. Newer 
pressurized-water reactor plants, however, typically 
control the fission reaction rate with boron dissolved 
directly in the primary coolant. As the coola nt ba thes 
the i·eactor core (Figure 1), free neutrons are exposed 
to the neutron-absorbing boron. The efficiency of the 
fission reaction in reactor cores is maximized by slow­
ing down neutrons with graphite or water, and/or re­
flecting them back into the fuel region. 

Modern nuclear power plants include fail-safe systems 
for the rapid insertion of control rods into the core to 
halt the chain reaction altogether under emergency 
conditions. This is referred to as a reactor scram. In ad­
dition, some reaction rate control occu rs spontaneous­
ly due to tempera ture changes in the core. In light 

water reactors, for example, changes in the core's 
material properties tend to shut down the chain reac­
tion as the core temperature rises. This self-regulation 
provides a nuclear reactor with a certain amount of 
inherent s tability and safety. 

Most of the energy released by nuclear fission is the 
kinetic energy of the lighter nuclei that are formed 
when the heavy nuclei split. When these nuclei collide 
with neig hboring fuel nuclei, their kinetic energy is 
converted to hea t, which then transfers from the fuel 
to a liquid or gas coolant pumped through the reactor 
core. Since the rate of hea t transfer to the coolant must 
equal the rate of energy production in the core to pre­
vent the core from overhea ting, ensuring appropriate 
coolant flow is crucia l to the proper and safe function­
ing of a reactor. Heat transferred to the coolant/moder­
ator and from the coolant to a secondary coolant loop 
is used to produce steam for generating electric power. 

Power plant safety 

Power plant safety considerations center on two 
potential trouble spots: the long-lived decay heat (heat 
genera ted by th e nuclear breakdown of radioactive 
material) and the radioactivity of the fission products. 
Provision for the removal of decay heat is a critical re­
quirement for all power reactors. E"xcess decay heat 
ca n damage the core and potentially lead to the release 
of radioactive materials into the biosphere. 

To make sure th e radioactive products are conta in ed, 
power plants incorporate four distinct barriers: cera m­
ic (uranium dioxide) fuel pellets, fuel-rod cladding, a 
primary system boundary and the containment build­
ing itself. 

The ceramic fue l pellets have a n exceptionally high 
melting point (3040° Kelvin, or about 5010° Fahren­
heit) and chemical stability that prevent escape of 
most fission prod ucts except in extreme accident con­
ditions. The trace of fission products tha t normally es­
capes is confined by the second barrier, the cladding 
surrou nding the fuel pellets. The cladding typically is 
made of a zirconium-based metal that has low 
neutronic absorption properties and high strength, 
low permea bility to fission product gases and good 
thermal response properti es. If the core temperature 
were to increase to the point where the cladding 
failed, the fission products would be contained by the 
third barrier, the primary system boundary. In spite of 
the inheren t strength of the thick vessels and piping in 
this boundary, spontaneous small and large breaks 
can occur, thus initiating loss-of-coolant acciden ts .• 

.. · .. ·.· . : .. 
• 

II 
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Figure 2. Cross section of a typical containment building 
for a pressurized-water reactor housing the entire primary 
system, the pressure control system, ventilation equipment 
and part of the emergency core-cooling system. 

The reactor containment building (Figure 2), is the 
fourth and final barrier to fission product release. It 
generally consists of a steel liner surrounded by a 
structural concrete shell. The fourfold barrier combi­
nation prevents leaks and can withstand substantial 
internal overpressure, as well as external impacts 
caused by tornadoes, external explosions or aircraft 
crashes. 

Safety analysis 

The safety analyst's job is to determine, for any pos­
tulated accident, whether the maze of barriers stays 
intact and whether radioactive materials stay con­
tained. But the maze is complex and changing during 
an accident. The locations and sizes of barrier failures, 
the release paths and the transport mechanisms all 
depend on temperature and pressure. The analyst 
must start from the beginning and predict fluctuating 
thermal and physical conditions throughout the 
entire accident. The analysis typically involves a so­
phisticated computer model that breaks down the 
system into many cells and audits the mass, tempera­
ture and velocity of t_he materials in each cell. 

The most widely used power plant safety analysis 
codes integrate models describing physical processes 
such as two-phase fluid dynamics, heat transfer, reac­
tor kinetics, control systems, structural processes (es­
pecially fuel) and component dynamics (pumps, 
valves, etc.) With such codes the analyst can predict 
the physical state, including pressures, temperatures, 
flow rates, coolant distribution and power in a reactor 

system or component in both time and space. The 
credibility of reactor analysis codes rests on their con­
tinued assessment against experimental data . 

The analysis usually begins with the reactor running 
smoothly at full power. Then something is assumed to 
go wrong - a pump fails or a coolant-carrying pipe 
breaks - and the computer calculation follows the 
changes in water and steam flow rates and in system 
temperatures and pressures. Reactor scram and injec­
tion of emergency cooling water are also simulated as 
they would occur in the accident. The analysis tracks, 
over time, the system's thermal hydraulics, including 
compressible two-phase steam-water flow, an engi­
neering and computational problem of considerable 
difficulty. The equations used in computer analysis 
codes assume conservation of mass, energy and 
momentum for all the materials in each of the hun­
dreds of cells in a typical calculation. 

Reactor safety analysis codes 

Two primary safety analysis codes, TRAC and 
RELAP, are used by the NRC for its ongoing nuclear 
power plant safety research projects. They and deriva­
tive codes are also used by power plant vendors for 
design research. TRAC and RELAP are "best estimate" 
codes intended to simulate power plant dynamics as 
accurately as possible. 

Development of these codes was commissioned by the 
NRC and carried out at LANL and INEL, respectively. 
"RELAP was developed first, and at the time we con­
sidered a one-dimensional code to be adequate," said 
Sam Bassett, director of the Division of Accident Eval­
uation at the NRC's Office of Research. "But work to 
make it more accurate showed us we had to include 
three-dimensional effects like cross flow and radial 
flow, as well as asymmetric system effects. So we ini­
tiated a de novo attempt at a three-dimensional code at 
Los Alamos, TRAC. In the long run, one of the pro­
grams may prove to be better than the other, but for 
the time being, the NRC supports both - and both are 
heavily used around the world." 

RELAP and TRAC are based on similar physical 
models. Both solve the Navier Stokes equations for the 
void (gas), fluid and boron flow fields. They also calcu­
late conductive, convective and radiative heat transfer 
- a highly nonlinear problem. Each code consists of a 
large set of subprograms that can be assembled to 
simulate the thermohydrodynamics that might occur 
during any specified transient in any realistic reactor 
design. (A transient is a change, over time, in the 
physical properties of the internal reactor system.) 
There are subprograms for the reactor components -
the core, pipes, pressurizer, valves, steam generators, 
pumps and accumulators. Other subprograms simu­
late the physical processes such as steam-water fluid 
dynamics, heat generation in the core and heat transfer 
between the two phases of the coolant (steam and 
water) and between the coolant and the solid struc­
tures. When assembled into a large systems code and 
run on a high-speed computer like the CRA Y, these 



subprograms numerically simulate the complete 
course of reactor transients, most notably the loss­
of-coolant accident. 

The modular designs of TRAC and RELAP make them 
flexible enough to be suitable for studying many types 
of transients. By joining the modules (subprograms) 
in a meaningful way, the user can simulate a wide 
range of phenomena, from a simple blowdown to a 
multiple-failure transient. The user need supply only 
the problem geometry and boundary conditions. 

The codes produce an extraordinary amount of infor­
mation during the course of a calculation. At each step 
and for each mesh cell, they provide values for the fol­
lowing variables: fluid pressure, void fraction, tem­
peratures and velocities of the two coolant phases (for 
vessel cells, the velocities are vector quantities) and 
temperatures of solid materials, such as the cladding. 
Other variables, such as mass and momentum fluxes 
and fluid density, can be obtained from these basic 
variables. 

"In the early 1970s, when these codes were first being 
developed, they included some very conservative as­
sumptions," said Dr. Richard Lee, a program manager 
at the Reactor Systems Research Branch at the NRC. 
"But since then, we've learned so much about reactors, 
heat transfer in particular, that the newer versions are 
much more realistic. And because they're more realis­
tic, their predictive capabilities are much better." 

"We have more faith in our methods today," added 
Dr. Paul Turinsky, head of the department of nuclear 
engineering at North Carolina State University. "The 
codes are qualified against data gathered from large­
scale experiments on power plant models conducted 
by the NRC. Considerable conservatism needed to be 
built into the early codes because of their limited accu­
racy, to assure adequate safety margins. The newer, 
more accurate, codes give us a better quantitative un­
derstanding of the real margins of safety we have to 
work with ." 

Computer simulations are used extensively by the 
NRC to understand plant behavior and to study gener­
ic problems that affect more than one ,,: 1nt. "We use 
TRAC and RELAP in our Incident RL 1 mse Center 
where we simulate and analyze the location of an acci­
dent in a plant and how it's progressing," explained 
NRC's Sheron. "We use the results to provide utilities 
with evaluation and guidance, although the ultimate 
responsibility for any accident is with the opera­
tor/owner. We also might make recommendations 
about whether or not to evacuate an area and how 
much area to evacuate, if we were asked to do so." 

Licensing a pp lica tions 

Along with research addressing general issues of 
plant design and operation, computer simulations are 
used extensively in the process of licensing new plant 
construction. Analyses are usually performed by the 
vendor selling the plant to the utility company, a!-

though occasionally they will be run by an indepen­
dent contractor or by the utility itself. Computer analy­
sis results are also used by utilities when applying for 
an amendment to their license, as when a plant is 
reloaded with new fuel. Furthermore, when the NRC 
issues regulations that require new analyses for plants 
already licensed, utilities must resubmit their results 
to show that the new regulations are met. 

Typically, licensing codes are proprietary to the power 
plant vendor and the analysis is included in the ven­
dor's contract with the utility. Westinghouse, the only 
nuclear power plant vendor that currently owns 
CRA Y systems, is in the process of transferring its pro­
prietary licensing codes to the CRA Y. "The proprietary 
codes we use for licensing currently run on a CDC 
7600, but we're starting to vectorize them now and are 
in the process of moving them over to the CRA Y for 
use in the future," said Jack Olhoeft, a technical assis­
tant in Westinghouse's Nuclear Safety Department. 

For licensing codes to meet NRC regulations, they 
must include conservativisms that guarantee large 
safety margins. "Best estimate" codes such as TRAC 
and RELAP do not include extra conservativisms, but 
are intended to produce the most accurate results 
possible. Nonetheless, best estimate codes play an ac­
cessory role in power plant licensing. "Along with 
verifying compliance with the regulations, we want to 
know what's actually happening in a plant," said Cliff 
Davis, a senior engineering specialist at INEL. "The 
conservatisms in the licensing codes may cause them 
to respond differently than the plants. While it's not a 
required part of the licensing process, it's not uncom­
mon that the NRC asks one of the national labs to do 
an independent audit of the results submitted to the 
agency. We conduct these audits using best estimate 
codes. Some people have even begun to think that it 
might be better to do best estimate analyses, with un­
certainty bands applied to the results, for licensing 
purposes." 

The suggestion that best estimate codes be allowed for 
licensing analyses is receiving serious attention within 
the NRC. The Office of Nuclear Regulatory Research 
currently is drafting an amendment to Appendix K 
that would qualify best estimate codes for licensing 
submissions. The office hopes to put out a public 
notice of the proposed changes later this year, al­
though the exact timing depends on the speed of the 
NRC's internal review process, according to Louis 
Shotkin, chief of the Reactor Systems Research 
Branch, Division of Accident Evaluation, at the NRC's 
Office of Research. 

"The existing Appendix K requirements continue to 
be adequate and we intend to grandfather their use," 
said Shotkin. "However, today we have computational 
tools that are much better than those we had when the 
regulations were written. In addition, codes like 
TRAC and RELAP have been assessed against a con­
siderable amount of experimental data. We think best 
estimate codes should be acceptable for evaluating 
both small and large-break LOCAs, because now 
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we're able to quantify the uncertainty in the codes and 
it's acceptable." 

RELAP and TRAC are today the most widely used 
best estimate codes. Westinghouse researches power 
plant design using a TRAC-derivative running on its 
CRA Y systems and both TRAC and RELAP are used 
for research and licensing around the world. Current 
work on these codes is described below. 

TRAC 

Originally written in the mid-1970s to run on a CDC 
7600, TRAC was successively refined and eventually 
put up on the CRA Y. "We reached the point where 
there was not enough memory available on the 7600 
for many of the large calculations," explained John 
Mahaffy, former associate leader of the safety code de­
velopment group at Los Alamos, now working at 
Pennsylvania State University. "We put it on the 
CRA Y because we had access to CRAYs at Los Alamos 
and we needed the larger memory. The code has a 
huge number of arithmetical operations for each time 
step and the calculations require 64-bit arithmetic. 
With the CRA Y's one million words of memory, we 
could run code on it and get around disk I/0 
altogether." 

"We're optimizing TRAC for the CRA Y, and that pro­
ject is just about completed," Mahaffy added. "Pacific 
Sierra Research Corporation has done some timing 
studies and we figure we'll get a speedup of slightly 
over two. The work in the code is widely spread. It's 
not like there are a few DO loops to vectorize - about 
10,000 lines of code must be reworked. We're also re­
structuring the database so we can feed in large vec­
tors." The vectorized version of TRAC will be incor­
porated into the Nuclear Plant Analyzer, an interac­
tive program under development that will make 
power plant simulations easier to analyze. 

Along with the CRA Y's large memory, its speed offers 
a distinct advantage for power plant simulations. The 
CRA Y's speed presents the potential for real time, or 
better than real time, simulations using TRAC. "This 
is what we're looking at in the future. Simulations 
running at real time or better give us the possibility of 
direct guidance to plant operators," said Mahaffy. 
"For example, during a slow transient, like Three Mile 
Island where they had a couple of hours to react, we 
might be able to run several simulations to see what 
the best response would be or what caused the acci­
dent." 

RELAP 
The development of power plant safety analysis codes 
began nearly twenty years ago at INEL with the 
RELAPSE code. RELAPSE has since evolved into 
RELAP5, the latest version of the code to come out of 
INEL. While TRAC and RELAP5 are very similar, they 
differ in that TRAC includes a three-dimensional core 
model, while RELAP5 is entirely one- and pseudo­
two-dimensional. 

A conversion effort to get RELAP5/MOD2 running on 
CRAY computers was completed in early 1985. "As 
the code grew, we ran into memory constraints on the 
machines for which it had originally been developed," 
explained Richard Wagner, principal engineer with 
the Code Development and Analysis Program, Water 
Reactor Systems Research, at INEL. "For example, the 
severe core damage simulation used to be a separate 
program, but we incorporated it into RELAP5 because 
it was more accurate to include feedback effects 
among the different plant components. We had to seg­
ment the expanded code, which created a lot of disk ac­
tivity and had quite an impact on the code's perfor­
mance. So our first motivation to convert for the 
CRA Y was memory, but we appreciate its speed too." 

Recently, RELAP5/MOD1 was multitasked experi­
mentally to run on the four-CPU CRAY X-MP/48, 
with significant performance improvements. An 
entire accident sequence was run (1000 seconds of 
simulated time with as good as round-off accuracy) 
for a four-inch small cold-leg break pressurized water 
reactor accident using a licensing model. With about 
70 percent of the code multitasked, it showed perfor­
mance improvements of 1.5 to 2.5 over the original 
code. 

"A small part of that speedup was due to new algo­
rithm developments suitable for parallel machine ar­
chitectures," explained Henry Makowitz, the CRA Y 
analyst responsible for the development work on 
RELAP5/MOD1. "But the real significance of our re­
sults was that we were able to obtain first principles 
faster than real time simulations using the original 
numerics of the code for the full length of the accident 
sequence. This has never been done before for a first­
principles calculation for the entirety of such a severe 
accident sequence. However, the speedup we're able 
to get is limited by the sparse matrix solver, which 
cannot yet be multitasked." Makowitz is currently 
working with North Carolina State University's 
Department of Nuclear Engineering to develop paral­
lel sparse matrix solvers. 

A system analysis conducted by Makowitz (Figure 3) 
indicates that up to 95 percent of new power plant 
safety analysis codes could be multitasked if parallel 
techniques and philosophy were adopted for code de­
velopment. A nodal approach to building the matrices, 

Figure 3. Levels of parallelism proposed for future code de­
velopment. Such an approach could lead to significantly 
faster than real time simulations. 

i 



followed by a parallel sparse matrix solution for an 
implicit finite difference formulation, will probably 
optimize performance for vectorizing concurrent mul­
tiprocessing machines such as the CRA Y X-MP/48. 
"Designing new codes based on multitasking could 
result in simulations five to ten times faster than real 
time," predicted Makowitz. 

Makowitz also is working with the University of Illi­
nois' Nuclear Engineering Department on the devel­
opment of artificial intelligence codes for computer as­
sessment of slow transients. Such codes, coupled with 
the capability of significantly faster than real time 
simulation, present safety analysts with the possibility 
of running several simulations during the course of an 
actual transient. Analysts would receive intelligent 
suggestions for intervention strategies based on proba­
ble events from the computer. "Such a capability 
could play a central role in projects such as the Nucle­
ar Plant Analyzer," noted Makowitz. 

The Nuclear Plant Analyzer 

To improve the ease of power plant simulation, the 
NRC has commissioned the development of a 
computer-software interface for executing TRAC and 
RELAPS. The interface, called the Nuclear Plant 
Analyzer (NP A), is designed to use advanced super­
computers, long-distance data communications and a 
remote workstation terminal with interactive comput­
er graphics. An NP A to drive TRAC has been devel­
oped at Los Alamos and a separate one to drive 
RELAPS has been developed at INEL, both using 
common guidelines. 

The NP A provides TRAC and RELAPS users with a 
tool that can significantly reduce the time and effort re­
quired to analyze power plant transients. Weeks to 
months of human effort are required to prepare high 
quality input data, to execute TRAC or RELAPS using 
that data and to interpret the results of the calculation. 
The NP A is designed to automate most of this proce­
dure and to provide interactive capability to the user 
during the calculation . Computed results are present­
ed in graphics displays as the calculation proceeds. 
Sample graphic output is shown in Figure 4. Control 
of the plant, as defined by the input data, can be over­
ridden at any time during the calculation by 
hardware-adjustment commands issued by the NP A 
user. The NPA handles all interaction with the 
computing environment. This allows the user's atten­
tion to be devoted fully to the transient event being 
analyzed. 

"No code experience is needed to run the TRAC and 
RELAPS codes using the NP A," explained Los 
Alamos' Mahaffy. "With the NP A, analysts only need 
to understand the complex thermal-hydraulic phe­
nomena occurring in power-plant transients." Testing 
the NP A interactive coupling for each code was re­
cently completed at LANL and INEL. "The next step 
will be combining these two NP A versions using the 
best features of each and incorporating software to 
access the nuclear plant database," Mahaffy said. 

Figure 4. Sample graphic output from the TRAC NPA. Any 
variable in the code, such as void fraction, cladding tem­
perature or pressure, can be color coded and mapped onto 
the noding diagram. 

Conclusion 

Combining supercomputer power with codes like 
TRAC, RELAPS and the Nuclear Plant Analyzer helps 
to assure maximum safety in nuclear power plant 
design and operation. The extreme complexity of these 
codes and the desire for faster than real time simula­
tions make supercomputers an essential part of power 
plant safety analysis. Licensing codes may also find 
themselves running on supercomputers more and 
more if new plant construction picks up significantly. 
But whatever the future of the nuclear power industry, 
detailed computer simulations will continue to play a 
central role in ensuring nuclear reactor safety. D 
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Multitasking 
atCray 
Luann Nelson and Peter Rigsbee 
Cray Research, Inc. 

High-speed performance. It is coveted by all involved 
in large-scale industrial and scientific computing. 
Traditionally, performance increases have come from 
speedups in the CPU, but this is becoming more diffi­
cult. Designers have therefore moved on to another 
method for improving total system performance: the 
coupling of multiple processors into a single system. 
This is an approach taken by Cray Research - in fact, 
most computers being delivered by the company 
today are multiprocessors. The CRA Y X-MP Series in­
cludes one-, two-, and four-processor models; mean­
while, the CRA Y -2 is comprised of four central proces­
sors built into a single mainframe. 

The performance gains promised by multiple-CPU 
systems can be achieved in two ways. The first ap­
proach treats each CPU independently and schedules 
separate jobs to run on each of them. As a result, total 
system throughput is a multiple of that achievable 
with a single processor. The second approach allows a 
single program to use more than one processor. When 
multiple processors execute portions of a single pro­
gram concurrently, program turnaround and thus, 
wall-clock time, should be reduced. Cray Research 
calls this multitasking. 

Some definitions 

Before going much further, several related terms re­
quire clarification. The definitions presented here are 
those used by Cray Research. 

o Multiprocessing is a property of the hardware in 
which two or more CPUs are available. For exam­
ple, the CRA Y X-MP/2, the X-MP/48 and the 
CRA Y -2 are all multiprocessors. 

o Multiprogramming is a property of the operating 
system allowing overlapping and interleaving exe­
cution of more than one program or job at a time. 
System resources, such as processors, I/0 devices 
and central memory can be shared efficiently 
among many jobs. When one program performs 
I/0, another uses the CPU for calculations. Multi­
programming is supported by most computer ven­
dors for all but the simplest single-user computers. 

o Multitasking is the structuring of a program into 
two or more parallel instruction streams that exe­
cute concurrently. These instruction streams are 
called tasks. Multitasking is a software construct 
and pertains only to the manner in which an appli­
cation program is organized. Performance gains are 
realized when the "multitasked" application is run 
on a multiprocessing system. If the tasks execute at 
the same time on different processors, overall job 
turnaround, wall-clock time, can be reduced. Cray 
Research distinguishes between two types of multi­
tasking, macrotasking and microtasking, both of 
which will be explained later in this article. 

Cray has developed software to allow users to imple­
ment multitasking on multiprocessor systems. This 



article examines what multitasking is, when it should 
be considered and how it can be used. 

Applications for multitasking 

In a general sense, almost all applications run on 
CRA Y computers are candidates for multitasking. The 
primary use of a CRA Y system is to model physical 
processes such as weather, nuclear reactions and 
acoustical images. Weather phenomena occur simul­
taneously; the particles in a nuclear plasma all move at 
the same time and their interactions are resolved in­
stantaneously. It would be ideal if application pro­
grams could be structured to execute as real-life phe­
nomena do. 

However, scientists are forced to describe and model 
physical processes in sequential terms on single pro­
cessor computers. A period of time called a time-step is 
chosen, and instantaneous interactions during that 
period are approximated by a sequential series of 
computations. With many computer systems, this is 
the only option. The computer executes instructions 
sequentially, and therefore, the applications running 
on it must be sequential. 

CRA Y computers offer two significant approaches in 
which parallelism inherent in an application can be 
exploited to improve performance. First, vector regis­
ters in the hardware allow certain computations to be 
carried out in parallel on up to 64 independent ele­
ments at a time. Vectorization is the method by which 
a code is modified by the compiler to use this hardware 
feature. Second, multiple processors allow certain 
computations to be carried out in parallel on two or 
more processors. Multitasking is the method used to 
modify program code to use multiple processors. 

Vectorization yields performance gains by overlap­
ping CPU cycles. Thus, a gain is realized by using the 
CPU more efficiently. Multitasking yields performance 
gains by splitting a portion of a program among two 
or more processors. Therefore, a gain is achieved in 
wall-clock time. 

Vectorization and multitasking can be used on the 
same application; the overall result is a performance 
improvement that is a combination of the improve­
ments from the two separate methods. While the Cray 
FORTRAN Compiler automatically modifies a pro­
gram to allow vectorization, the user must explicitly 
start up the multitasking process by calling for the li­
brary routines provided by Cray Research. 

Work has been done on a number of application pro­
grams to allow them to make use of Cray's multitask­
ing capabilities. They include: 

D Medium-range weather forecasting 
D Short-term spectral weather forecasting 
D Particle-in-cell simulation 
D Monte Carlo gamma ray transport 
o Seismic three-dimensional migration 
D Nuclear reactor simulation (RELAP5) 
o Circuit design (SPICE) 
D Computer chess (CRA Y BLITZ) 

Now, multitasking is implemented at the subroutine 
level; research is being done to develop multitasking 
at the DO-loop level (called microtasking). 

Multi tasking considerations 
The implementation of multitasking by Cray is best­
suited for a particular class of applications that can be 
characterized as: 

o Written in FORTRAN 
D Long running or frequently running 
D Using most or all of memory 
D Requiring a dedicated environment for any reason 

The decision whether or not to modify a program to 
use multitasking is influenced by these four attributes. 

Most major applications run on CRA Y supercomput­
ers are written in FORTRAN. Thus, the Cray approach 
has been to support multitasking through FORTRAN, 
keeping enhancements to a minimum. 

The length of a job is important because there is a pro­
grammer cost to multitask a job. Saving 1.5 hours o,f a 
six-hour job is better than saving three minutes of a 
six-minute job that will run only once. (Of course, if 
the six-minute job is run a thousand times a day, mul­
titasking may very well pay off.) 

Multitasking introduces some system overhead that is 
not present in a traditional, sequential application. 
The amount of computation that each task performs 
must be weighed against the overhead introduced by 
creating that task. If the amount of computation in a 
portion of a program is too low, the performance gain 
from the parallelism will be exceeded by the overhead 
of creating and communicating among the tasks. The 
longer a task can execute, especially without need to 
communicate with other tasks, the greater the perfor­
mance increase from multitasking. 

Multitasking is also well-suited for jobs that execute in 
a dedicated environment. This can take two forms: the 
job that runs dedicated during off hours, or the job 
that requires most or all of memory during production 
hours. Multitasking dedicated jobs permits them to 
finish sooner or permits the scientist to solve a more 
complex or detailed problem. Multitasking memory­
bound jobs, using otherwise idle processors, improves 
system throughput since jobs will move through the 
system faster. 
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Multitasking implementations 

Cray Research distinguishes between two types of 
multitasking. The first is macrotasking, which organizes 
a program into large sections involving significant 
amounts of work that can be executed in parallel. This 
form of multitasking is currently supported by a set of 
standard library routines. The second type of multi­
tasking has been termed microtasking, which partitions 
work at a very low level, typically alternate iterations 
of a FORTRAN DO-loop. Microtasking is currently in 
an experimental stage, but appears to offer significant 
performance enhancements for programs that cannot 
be partitioned into larger pieces. 

The initial Cray implementation of multitasking cen­
ters on the development of a set of library subroutines 
that uses a basic set of primitive multitasking func­
tions. The user is asked to analyze the application and 
insert library calls as required to create and coordinate 
or synchronize task execution at the level of the user's 
subroutines. 

Analyzing the application code is key to producing a 
successful multitasked application. Precisely defining 
ana adding the necessary communication and syn­
chronization mechanisms between parallel tasks is im­
portant. After a program is developed, debugged and 
vectorized, one must look at the program's flow to 
locate sections that have the potential to run in 
parallel. 

The next step involves looking at variables used in the 
tasks, and deciding which must be shared between 
tasks and which must be private to a single task. Varia­
bles that will be shared may require protection. Cray 
Research has developed and is enhancing various 
tools to aid the user in these analyses. 

Code modifications are made after the analysis is 
completed. Modifications involve inserting library 
subroutine calls to use the multitasking support. The 
major library subroutines: 

o Create tasks and wait for their completion 
D Test and signal software EVENTs, which synchro­

nize the execution of tasks 
D Control software LOCKs, which allow protection 

of resources and variables shared by tasks 

Other code changes are required to ensure that varia­
bles are properly treated as private or shared. Three 
basic options exist: 

D COMMON variables can be shared by all tasks and 
are allocated to static locations in memory 

D TASK COMMON variables can be shared by, and 
only by, the subroutines included in a task and are 
allocated dynamically at runtime 

o Other variables are local to a task and are (usually) 
allocated dynamically at runtime 

A major advantage of the current implementation is 
that it is system independent. The same FORTRAN in­
terface is supported on CRA Y -1, CRA Y X-MP and 
CRA Y -2 systems, so applications developed today for 
one CRA Y computer can be easily transported to 
another CRA Y model. 

Future development and research 

Cray is investigating alternative machine-dependent 
implementations that allow the minimum task size to 
be reduced. CRA Y X-MP hardware includes features 
that allow rapid task switching and communication. 
Currently, these features are available to the user for 
experimentation through assembly language. (They 
are not available on the CRA Y -2.) 

In addition, Cray is investigating automatic code parti­
tioning by the new FORTRAN compiler. Automatic 
partitioning, in conjunction with an efficient multi­
tasking implementation, will allow users to multitask 
some loops within an application with no more effort 
than is required to vectorize loops today. The perfor­
mance gains that can be achieved with automatic par­
titioning will depend on the sizes of the loops selected 
and their importance within the application. General­
ly, however, performance gains will be smaller than 
could be achieved by the analysis described earlier. 
But the small effort required by the user will frequently 
make this worthwhile. 

Microtasking development continues. Later this year, 
multitasking will be implemented in Pascal in the 
same manner as with FORTRAN. Other work being 
done by Cray focuses on additional and enhanced 
tools and products for use in analyzing and debugging 
multi tasked applications. 

This article covers only a few of the concepts and 
issues related to multitasking, and only provides a 
glimpse into the features and software available from 
Cray Research. A Multitasking User Guide (SN-0222) 
describing analysis and implementation of applica­
tions for CRAY X-MP computers is available. It may 
be purchased for $2.50 by ordering from: Dennis 
Abraham, Cray Research, Inc., 1440 Northland Drive, 
Mendota Heights, MN 55120. Future issues of CRA Y 
CHANNELS will feature additional articles about 
multitasking. D 
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Theoretical and actual multitasking speedups 

What kind of performance gains should be 
expected from multitasking an application on 
a CRA Y or any other processor? Research 
has been done in this area, and it turns out 
that the maximum theoretical gain is a func­
tion of only two variables: the fraction of the 
application that is multitasked, and the 
number of processors. An equation known as 
Amdahl's Law predicts the speedup based 
on these variables: 

T1 
S(P,f) = ------­

Ts +Tm 

T1 

T1•((1-f) + (f/P)) 

(1-f) + (f!P) 

where : 

T1 = original execution 
time (no multitasking) 

f = fraction of time 
multitasked 

Ts = (1-fl·T1 = time to 
execute sequential 
part 

Tm = (f/P). T1 = time to 
execute multitasked 
part 

P = numberof 
processors 

For a given, fixed number of processors, a 
plot of speedup versus 'f' produces the 
Amdahl's Law Curve as illustrated at right. 

There are two key messages from this. First, 
significant speedups are not possible unless 
significant portions of the code are 
multitasked. Second, for a fixed percentage 
of multitasked execution time, the speedup 
does not increase as fast as the number of 
processors. The general belief that with P 
processors, speedups should be Pis a myth . 

How close can a user come to obtaining 
these theoretical gains? Take Amdahl's Law 
and add one additional term: 

T1 
S(P,f) = ------­

Ts + Tm + OH 

where : 

OH = overhead time because 
of the multitasking 

The other terms are as 
defined above 

The theoretical gains are for those cases in 
which the overhead is zero. Overhead is a 
combination of factors: 

o Time to execute the multitasking 
subroutines 

o Time to dynamically allocate local 
variables 

o Time lost to one task while another uses a 
common resource. 

For most multitasked applications on the 
CRA Y X-MP, overhead is typically less than 
two percent of the total application time. 

Amdahl's Law Curve 
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In the search for valuable mineral deposits buried 
beneath the Earth's surface, reflection seismology is 
one of our most powerful tools. Most often used to ex­
plore for oil and gas, the method is also used to search 
for other minerals and even for water. 

Although seismic data was collected and analyzed 
before computers were available, the industry has 
been very quick to exploit each new advance in 
computer technology. When digital computers 
became generally available, the industry responded by 
developing digital recording equipment. This, com­
bined with the introduction of the common depth 
point (CDP) method in exploration, resulted in an 
enormous increase in both the quantity and quality of 
seismic data. 

In the 1970s, wave theory was introduced into seismic 
data processing. Wave theory methods are very 
demanding of computer resources and thus have been 
applied only after much data reduction has been per­
formed using other less expensive techniques. 

The advent of supercomputers such as the CRA Y has 
now made it possible to use wave equation methods 
prior to data reduction. The ability to do such process­
ing enables us to develop interpretable images from 
seismic data in geologic settings where it had previous­
ly been impossible. 

Seismic exploration 

Seismic exploration involves exciting the surface of 
the earth using either explosive or vibratory sources. 
The induced vibrations propagate downward and out­
ward through the earth's crust in expanding waves 
much like the waves that radiate on the surface of 
water when a stone is thrown into it. Where the acous­
tic and/or elastic properties of the buried rock layers 
change, this radiating energy is partitioned and some 
of the energy continues to radiate downward but 
some is reflected and radiates back toward the surface. 
By recording this returning energy at the surface and 
analyzing the elapsed time between the excitation of 
the surface and the arrival of the returning energy, the 
geophysicist can construct an image or model of the 
geologic structure below the earth's surface. 

Although the acoustic energy propagates through the 
Earth's crust in waves, it is much simpler to think of it 
as traveling along rays that obey the rules of geometric 
optics. This is how it will be treated here. 

The amount of energy that returns to the earth's sur­
face is relatively small and the instruments needed to 

record it are necessarily quite sensitive. Unfortunately, 
such instruments record many undesirable noises as 
well as the returning reflected waves. Some of these 
noises arise from sources other than our excitation of 
the earth . Others result from wave propagation modes 
that do not carry any information useful to our explo­
ration objective. 

A powerful weapon we can use against noise is 
redundancy. If our recording of data from a physical 
experiment is contaminated by random noise, we can 
repeat the experiment many times and sum the results. 
The repeatable parts of the recording, the signal, will 
be reinforced in the sum but the random part, the 
noise, will not. The result is an improvement in the 
signal to noise ratio of our data. 

While the simple redundance of repeating the same ex­
periment many times will discriminate against 
random noises, it does not offer much help with sys­
tematic noises like surface waves and reverberations 
(multiples). A further disadvantage of simply repeat­
ing the same experiment over and over is that it takes a 
lot of time. Both of these problems are attacked by the 
common depth point (CDP) method. 

Common depth point (CDP) 

In the common depth point method, we combine the re­
sults of several separate physical experiments to im­
prove the signal to noise ratio of the data. This method 
differs from simple redundancy because the experi­
ments used differ from one another. 

Figure 1 illustrates the CDP method. If we assume that 
the surface of the earth is (locally) flat and that all rock 
interfaces below the surface are also flat, and if we 

A 0 8 

Figure 1. If the Earth's surface is excited at point A and a 
recording is made at point B, it will record a reflection from 
C, directly below D, the midpoint between A and B. 
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excite the surface of the earth at point A and record re­
flected energy at point B, the point of reflection on the 
interface shown will be at point C directly below the 
midpoint between A and B. As the figure shows, we 
can make many experiments with different source and 
receiver locations and as long as the midpoint between 
the source and receiver is the same, the reflection 
point on the rock interface will remain the same. 

The elapsed travel time from source to receiver is dif­
ferent for each pair shown because the travel distance 
is different. It is obvious that if we sum traces having 
different travel times, we will not reinforce the events 
at all. However, for each of the traces, knowing the ar­
rival time of the reflection event and the distance from 
source to receiver, we need only the propagating 
velocity of sound in the earth and the Pythagorean 
Theorem to calculate the vertical travel time from the 
midpoint 0 to the reflection point C and back. Ex­
pressed mathematically: 

T o2 = T2- (XfV)2 

The vertical travel distance is the same for all traces 
that have the same (common) midpoint between their 
source and receiver locations. Thus, if we correct all 
the travel times to the vertical travel time, we can then 
sum the traces and the reflection events will reinforce 
one another. 

The piece of information that we do not have for this 
correction is the velocity of sound in the earth. A pro­
cess called velocity analysis performs the time correc­
tion and summing for a suite of different velocities 
and the velocity for which the sum has the best signal 
to noise ratio is selected as the correct velocity. The 
process of summing the traces is called stacking and 
consequently the velocity selected is called the stacking 
velocity. Where there are many reflecting rock inter­
faces there is not a single best stacking velocity but a 
set of velocities that vary with vertical travel time. 

When all the traces in a common depth point set have 
been corrected to vertical travel time and stacked into 
a single trace, that trace is used as if the source andre­
ceiver had both been located at the common midpoint 
of all the source/receiver pairs in the set. By performing 
this travel time correction and stacking at many COP 
locations along the seismic line we produce a seismic 
cross section such as that shown in Figure 2a. 

Field records 

While the common depth point method deals with 
sets of seismic traces that have a common midpoint lo­
cation, it is far more efficient to gather data using a 
single source location and many receiver locations. 
For each receiver in this configuration the location of 
the midpoint between source and receiver is different 
and these traces are not suitable for stacking. 

By moving the whole configuration of source andre­
ceivers along by an appropriate distance, we can 
record another set of traces for which most of the 
source/receiver midpoints coincide with the midpoints 

from the previous position, but the source-to-receiver 
distance for each midpoint is different. By doing this 
repeatedly, it is just a sorting task to gather sets of 
traces with the same midpoint but di.fferent source­
to-receiver distances. Such sets, called common depth 
point gathers, are the sets of traces upon which the 
velocity analysis and stacking will be performed. 

Migration 

In petroleum exploration the objective is to locate 
"traps" in the subsurface where hydrocarbons could 
accumulate. In certain geologic settings it is even possi­
ble that seismic data will contain so-called "direct hy­
drocarbon indicators" which are usually variations in 
reflection strength caused by the presence of hydrocar­
bons in the rock pore spaces. 

One problem faced by the geophysicist when using re­
flection seismic data to construct a geologic model is 
that the seismic recordings measure elapsed travel 
time while the interpreted model must describe depth. 
Figure 2 illustrates one facet of this problem in a 
simple way. While the detectors used to record there­
turning energy are generally omni-directional, the 
trace that represents the returning energy is displayed 
as deflections about a vertical base line beneath the 
detector location. As a result, the time image of the an­
ticline, shown in Figure 2a, appears much broader 
than the actual anticline as shown in Figure 2b. The 

Figure 2a. The apparent width of the anticline on the seismic 
section is greater than its actual width. 

Figure 2b. Rays radiating from the top of an anticline illus­
trate the cause of one type of distortion that effects the seis­
mic image. 
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rays radiating from the anticline to the surface in the 
model represent the minimum travel time path from 
each surface location to the reflector and back. 

Not only is the time image of the anticline distorted, 
but the image of anything below it will also be distort­
ed because the travel direction of energy passing 
through the anticlinal interface will be changed by 
that interface. One can think of each rock layer as a 
lens that may distort our view of everything beneath it 
if it is not flat, uniformly thick and homogeneous in its 
acoustic properties. Geology meeting those require­
ments is unlikely to contain hydrocarbons because it 
lacks a trapping mechanism. 

Migration is a process by which distortions can be re­
moved from the seismic data. The earliest migration 
methods were performed on the desktop using draft­
ing tools. Methods were developed later to migrate 
seismic data using analog computers, and when digital 
computers came into common use for processing seis­
mic data, it wasn't long before there were programs 
written to migrate digital data. In the early 1970s, 
wave equation migration algorithms were introduced 
and soon became the preferred methods. 

These migration methods were all capable of removing 
the type of distortion inherent in the manner of 
recording and displaying seismic data, as illustrated in 
Figure 2. But they were not able to remove the distor­
tion caused by the fact that each rock layer acts like a 
lens that affects the view of everything below it. It 
wasn't until the late 1970s that programs were devel­
oped that could properly account for and remove the 
distortion caused by this lensing effect. Such migration 
programs have been given the name depth migration. 
By default, the older methods that cannot remove the 
lensing effects are called time migrations. 

Depth migration demands much more computer time 
than does time migration. This has caused some resis­
tance to its widespread use. A less obvious perceived 
obstacle to the use of depth migration is that to proper­
ly remove the distortion caused by overlying geologic 
structure, we must be able to describe that structure ac­
curately. This has led to the complaint that "to use a 
depth migration program you have to know the result 
before you can migrate the data." 

The answer to the first complaint lies in the 
demonstrably superior results. The second complaint 
provides its own answer and actually points out one 
of the primary advantages of depth migration. If an in­
terpreter describes a geologic model and uses it to mi­
grate the seismic data, the result will tell him if the 
model was correct. If the model was correct, then the 
migrated result will conform to the model; if the 
model was not correct, the migrated result will provide 
direct guidance for making changes to the model. 
Thus, depth migration tests the geophysical interpret­
er's model of the geology and provides guidance for 
improving the model. Migration then becomes an it­
erative process that can be used to develop a model of 
the geologic cross section. 

The idea of using a depth migration program iterative­
ly when we think of the computer resources required 
is worrisome, but the speed of CRA Y supercomputers 
makes the whole idea quite practical. Experience using 
a CRA Y -1/S shows that depth migrations that take 
several hours of elapsed time on conventional main­
frame computers take only minutes on the CRA Y. 

CDP assumptions violated 

Just as the lens-like behavior of the rock layers can dis­
tort the geophysicist's view of the deeper layers, it also 
violates the basic COP assumption that all the layers 
are flat and homogeneous. 

Figure 3 shows the same anticlinal structure as in 
Figure 2 except an interface is added below the anti­
cline and the rays representing a COP gather are 
shown. We can see that, although there is a common 
midpoint on the surface, the reflection points are any­
thing but common. In such a situation the COP stack 
will probably produce a weak image at best and that 
image will not represent a reflection at a single location 
but a kind of average over an area. Such an image 
cannot be expected to produce high resolution data 
needed to derive a good geologic model. 

Unfortunately, those parts of the Earth's crust that 
have some of the best potential for containing hydro­
carbon traps also violate the COP assumption. For 
those areas we need another way to process the data to 
develop an accurate image of the geology. 

Depth migration before stack 

Experience with depth migration of stacked data has 
demonstrated that lensing effects can be removed. It 
has now been demonstrated that depth migration of 
seismic data before stacking can prevent the degrada­
tion of the stacked image by that same lensing. 

The algorithms used for this depth migration before 
stack are based on wave theory, which describes 
physically realizable experiments. It follows then, that 
we must use them to migrate the common source 
records that are recordings of actual experiments used 
to produce the seismic data. 

Figure 3. Even though the source/receiver pairs all have a 
common midpoint, the reflection points are different be­
cause the anticline acts as a distorting lens. 



Figure 4a. Sample seismic record before depth migra tion. 

When we depth migrate a common source seismic 
record, the result is an image that looks like a geologic 
cross section. If the velocity model used in the migra­
tion was correct, the migrated image will confirm this; 
if it was not correct then the migrated image will pro­
vide guidance for correcting the model. This result is 
much like that obtained by depth migrating stacked 
seismic data But we obtain additional leverage from 
the fact that the images obtained from depth migration 
of several records that cover overlapping parts of the 
geologic cross section must match one another as well 
as the velocity model. 

Where overlapping migrated records do not match 
one another, the amount of mismatch can be measured 
and used to correct the velocity model. Thus, the 
depth migration of common source records can be 
used iteratively to determine the propagation velocity 
within the rock layers and the location of the layers. 

Figure 4a shows a common source seismic record 
before it was depth migrated. The same record after 
migration appears in Figure 4b. It contained 96 traces, 
each six seconds long and sampled at an interval of 
four milliseconds. The total number of samples in the 
record is 144,000. The migration algorithm used is 
recursive and required 200 major iterations through 
the dataset. Each major iteration contained a mixture 
of ten recursive and nonrecursive iterations. When 
run on a single processor of a CRA Y X-MP/48, this 
record required 51 CPU seconds to migrate. 

Several seismic source records can be migrated inde­
pendently using this method. Among other things, 
this means that one can make use of the multiprocess-
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Figure 4b. Same record after depth migration. 

ing capabilities of the CRA Y X-MP simply by dividing 
the records to be migrated into separate data streams 
that can be processed simultaneously. 

Applications 
The most obvious use for depth migration of common 
source seismic records is to develop an image of the 
geologic cross section in prospective areas where the 
assumptions of the COP method are violated. There 
are many exploration provinces in the world where 
this is the case and there has been hitherto no good 
way to explore them seismically. 

Other possibilities exist however. For example, there 
may be situations where it is impossible or uneco­
nomical to record the many separate experiments 
necessary to have enough data to form common depth 
point gathers. Such situations might include vertical 
seismic profiling in a well bore or the use of reflection 
seismics in petroleum reservoir engineering. 

Conclusion 
The introduction of wave theory based methods of 
processing seismic data has led to a great improvement 
in our ability to process and interpret that data. The 
great computer resource requirements of these meth­
ods has limited their use to stacked seismic data. 

The availability of the CRA Y computers has made it 
practical for us to begin using these methods to process 
data before stacking. These developments will enable 
us to use reflection seismology in areas where it has 
heretofore not been effective. o 
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CUG grows to meet user needs 

People with common interests naturally meet to share 
notes, compare ideas and swap yarns. But if one's 
interest is supercomputing, one's colleagues are scat­
tered across the globe. Bringing this far-flung com­
munity together is the mission of CUG, the Cray User 
Group. 

CUG is an international association organized and 
run by Cray customers. Begun in 1977 as a kind of ad 
hoc support network for CRA Y computer users, CUG 
has grown from a handful to over 60 member installa­
tions today. The latest step in its maturation was an ex­
tensive reorganization last fall. As a result, the organi­
zation's 9ylaws have been rewritten and its steering 
committee replaced by an elected board of directors. 
Current plans call for CUG's formal incorporation 
later this year. 

The group's reorganization was forced by its own 
rapid growth. "When there were still only 20 or 30 
member sites, we were able to keep things pretty infor­
mal," said Bob Price, manager of Engineering Comput­
er Systems at Westinghouse and CUG treasurer. "But 
with our current membership, we've had to make it 
more structured just to keep things organized." Mem­
bership is granted to all sites with a CRA Y computer 
installed or with a contract for an installation. Each 
member site is granted at least one voting delegate to 
CUG, but any number of bona fide users of a member's 
services can attend CUG activities as participants. 
(Sites with three to five CRAYs are eligible for two 
delegates. Those with six or more are eligible for three 
delegates). 

Membership in CUG doesn't bring the usual benefits 
such as monthly newsletters or discounts, however. 
"The main benefit to members is the exchange of infor-

mation the network provides," said Price. Virtually all 
CUG members agree. 

"For me, it's a chance to find out what new installa­
tions are up to and to talk with other operations 
managers about what it's like to run a site with a 
CRA Y," said Gary Jensen, operations manager at the 
National Center for Atmospheric Research (NCAR) 
and chair of CUG's operations workshops. "As a user, 
I think anyone who stays away from the CUG meet­
ings is really missing out." 

The early years 

CUG began informally in an Albuquerque, New 
Mexico hotel room. A small group of interested users 
from NCAR, Los Alamos National Laboratory and the 
National Magnetic Fusion Energy Computer Center, 
along with a few Cray representatives, got together to 
discuss their interests and concerns. "The main point 
was to share common experiences," said Gene 
Schumacher, group head of systems programming at 
NCAR and regular attendee of the early CUG meet­
ings. "There were not too many of us (CRA Y users) at 
the time. We wanted to see if we had similar concerns 
and to let Cray Research know about them." 

"I saw the meetings primarily as a forum to discuss 
software development," said George Grenander, a 
Cray marketing employee during CUG's early years, 
now a consultant to the company. "At that time there 
was little software to run on the CRA Y, and what ex­
isted was newly developed. The customers wanted to 
have some input into the company's software develop­
ment and, at the same time, they wanted to work 
together and share ideas - to see what the other sites 
were up to so that they wouldn't waste their time rein-



venting the wheel. It was a kind of balancing act for us 
- trying to work with the existing customers and 
doing software development to attract new 
customers." 

The early informal meetings became regular events. 
New installation sites were invited to join and were 
often asked to host the meetings. During the course of 
the last few years, the meetings have evolved into 
large semi-annual conferences, typically with every 
third conference hosted by a European site. These 
meetings have changed not only in their size, but also 
in their orientation. "Initially the highest levels of cus­
tomer management were involved," said Grenander. 
"But now CUG involves more technical people, typi­
cally operations, applications or software development 
managers, or team members." Gene Schumacher con­
curred, "When it started out it was oriented towards 
systems programming, but now CUG has grown to in­
clude more operations and applications." 

CUGtoday 

CUG conferences give CRA Y users an opportunity to 
present papers, exchange ideas and experiences and to 
learn from company representatives something about 
Cray's status and current research . "A real high point 
is when Cray Research gets up there and opens up 
about what's going on," said Gary Jensen. "It's refresh­
ing to hear a company talk that way instead of just 
reciting some 'Corporate Plan' ." 

The conferences typically feature guest speakers and a 
large menu of technical workshops on topics such as 
operations, COS, CTSS, networking, graphics, lan­
guages and multitasking. "Networking is a particular­
ly hot topic now," noted Helene Kulsrud, research 
staff member at the Institute for Defense Analyses and 
CUG vice president. "Most users originally front­
ended their CRAYs, but now they're doing more net­
working. There's also a lot of interest in multiprocess­
ing and multitasking." 

The speakers and workshops cover all levels, Kulsrud 
added. "In the parallel sessions, for example, we have 
a number of workshops that address 'how to' ques­
tions, like how to optimize code or how to report 
statistical results to management. There are also 
technical areas that involve the mathematics used in 
various applications. We're starting to include tutor­
ials on more specific topics, such as how to schedule 
jobs efficiently." 

CUG has also begun inviting speakers who are not 
necessarily from member sites or who are not CRA Y 
users themselves. "We recently had some people come 
from Bell Labs to talk about UNIX, and they were not 
using the Lab's CRA Y," said Kulsrud. 

"We also had a speaker from Network Systems Corpo­
ration," added Karen Friedman, writer/editor for 
NCAR's systems programming department and CUG 
secretary. "It's important for us to see what other ven­
dors are doing that relates to CRA Y use." 

All CRA Y users are invited to submit technical papers 
for review by the conference program committee. Ac­
cepted papers are included in the conference proceed­
ings, often in digest form, and authors given the op­
portunity to present their papers. "We try to set up a 
program for two meetings ahead, though that's pretty 
ambitious," said Friedman. "We do have to plan 
things four months ahead though, so papers should 
be submitted for the next meeting as soon as possible 
after the last one." 

The next CUG conference is scheduled for the fall of 
1985. The Canadian Meteorological Centre in Dorval, 
Quebec will host. "The theme for the meeting will be 
performance evaluation for the CRA Y X-MP Series, so 
papers on this topic will be particularly welcome," 
said Kulsrud. The Dorval conference will also include 
the election of new officers. The conference after that 
is scheduled for Seattle (in spring 1986), with Boeing 
Computer Services hosting. 

Although CUG is an independent organization, it has 
vigorous supporters within Cray Research. "As far as 
I'm concerned, the CUG conference is the premiere su­
percomputer conference," said Dave Sadler, Cray 
corporate interface to CUG. "Ninety percent of the su­
percomputer expertise in the world is represented 
there. The most recent conference had over 200 
participants." 

While CUG members acknowledge that Cray Research 
representatives add to the interest and value of the 
conferences, Cray has also benefited from CUG's 
input. "Among other things, they keep us honest," 
said Sadler. "And they do a good job of pointing out 
areas for the company to address." 

"In the early days, we brought reassurance back to 
Cray management that we had happy customers," 
added Grenander. "We also learned from customers 
how fast the applications were running on our ma­
chines and we learned about and incorporated some 
of the customers' programming techniques. For exam­
ple, ideas developed during early wof,k on Fast Fourier 
Transforms at NCAR and ECMWF (European Centre 

. ' for MediUm-range Weat er Forecasts? were eventually 
incorporated into some o o. r scientific software pack­
ages." 

CUG's effort to foster the exchange 'of information 
among Cray users is a valuable seFice to this special­
ized community. As C G matures into a professional­
ly managed corporation, it wjll become even better 
able to serve the needs of CRA Y users. "It's becoming 
much more professi<imal," said Vice President Kuls­
rud. "We're getting ore and more technical papers 
and working to improve the quality of the printed pro­
ceedings. At the same time we're trying to keep the 
flavor informal so that people can get to know 
everyone they want to know and exchange informa­
tion freely." Although ClJG is an autonomous organi­
zation, Cray Research supports its efforts . to b 1\d 
cohesiveQess and self-aware'hess among CraYi comput­
er users. o 
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CORPORATE 
REG STER 
Cray ships 1 OOth system 

A significant corporate milestone 
was passsed in March with the ship­
ping of the 100th Cray supercomput­
er. In 1976 Cray estimated that the 
entire market for supercomputers 
would only be 80 to 100 systems. 
Nine years later, some experts are 
pegging the supercomputer market 
at about 1000 computers. Who 
knows how long it will be before 
Cray ships its 200th system? The way 
the worldwide supercomputer popu­
lation is growing, chances are good 
we won't have to wait another nine 
years. 

Cray's lOOth supercomputer heads out 
from Chippewa Falls. 

Japanese auto maker to 
getCRAY 

At the company's annual meeting in 
May, Cray Chairman John Rollwagen 
told shareholders that Nissan Motor 
Company, Ltd. of Japan has an­
nounced its intention to obtain a 
CRA Y supercomputer. The order, for 
a CRAY X-MP/11, is subject to negoti­
ation of a final contract and obtaining 
an export license, Rollwagen said. 
The system currently is scheduled for 
installation in the first quarter of 
1986. This will be the fifth CRA Y 
system installed in Japan. The others 
include systems recently installed at 
Toshiba and Nippon Telephone and 
Telegraph. 

Cray announces 
international orders 

In March, Cray announced that the 
Abu Dhabi National Oil Company 
(ADNOC) ordered a CRA Y X-MP/14 
computer system. The system, which 
will be purchased, is to be installed in 
the fourth quarter of 1985 at 
ADNOC's headquarters in Abu 
Dhabi, subject to U.S. export license 
approval. The system will be used for 
oil reservoir engineering. ADNOC 
and its subsidiary companies operate 
large oil fields that require advanced 
management techniques supported 
by the Cray supercomputer. 

Adam Opel AG, an automotive 
company located in Ruesselsheim, 

West Germany recently ordered a 
CRA Y -1 S/1 000 computer system. 
The system will be used for auto­
mobile development, primarily in the 
areas of structural analysis, aero­
dynamics, kinematics and 
CAD/CAM. Installation is scheduled 
for mid-1985. 

Shell UK Limited of London has or­
dered a CRAY X-MP/14 computer for 
installation during the third quarter 
of 1985. The new system will replace 
Shell's existing CRA Y -1 and will be 
used by the operating companies 
within the Royal Dutch/Shell Group 
for reservoir simulation studies and 
other technical applications. 

NSF funding presents 
academic research 
options 

On February 25, 1985, the National 
Science Foundation awarded grants 
of about $200 million to establish su­
percomputing centers at four U.S. 
universities. Two of the four centers 
plan to install Cray computer systems 
in the near future. Three grants will 
be spread over the next five years 
(one will be spread over three) and 
each of the four recipients will receive 
between $7 million and $13 million 
in 1985. 

One center will be located at the Uni­
versity of Illinois in Urbana ) 
Champaign. Illinois plans to install a 
CRAY X-MP/24 in the third quarter 
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of this year and upgrade to an 
X-MP/48 in the future. 

The University of California, San 
Diego, was also awarded a grant to 
establish a center that will be operat­
ed by personnel of GA Technologies. 
The center was proposed by GA 
Technologies with the support of 18 
academic and research institutions 
across the U.S. A CRA Y X-MP/48 
will be installed at year-end, and the 
center will be fully operational in 
early 1986. 

Contracts for the University of Cali­
fornia, San Diego, and University of 
Illinois Cray systems are currently 
being negotiated. 

The NSF also awarded grants for the 
establishment of supercomputer cen­
ters at Cornell University and Prince­
ton University. The grant to Cornell 
will extend for three years. The uni­
versity will install an IBM 308x with 

71"ldd-on vector units from Floating 
. '!- 'oint Systems; Princeton will install 

a Control Data CYBER 205, with 
plans to install an ETA GF10 when 
available. 

The NSF initiative is part of the Feder­
al Government's supercomputing de­
velopment plan. In 1983, the White 
House Office of Science and Technol­
ogy Policy asked the Federal Coor­
dinating Committee for Science, Engi­
neering and Technology to investi­
gate supercomputer R&D issues, 
based on the results of the Lax Panel 
Report, scientists' activities and con­
cerns about America's ability to 
remain internationally competitive 
in many areas of basic research. Spe­
cifically, the committee was asked to 
recommend ways to improve the na­
tion's scientific and engineering re­
searchers access to high-performance 
systems, to recommend a research 
and development plan that would 
lead to much faster computers and 
software and to coordinate long­
range research issues. 

;"1 spite of increasing requirements 
for computing within academia, few 
of today's supercomputers have been 

installed at colleges and universities 
in the U.S. In the late 1960s the Na­
tional Science Foundation had a pro­
gram to install large (at the time) 
scientific processors for use in aca­
demic research programs. The NSF 
effort ended in about 1970 and until 
this year there had not been a corn­
parable program. Without that pro­
gram, the installation of state­
of-the-art scientific computers at U.S. 
colleges and universities was halted 
for about a decade. In fact, no CDC 
7600s were ever installed in U.S. uni­
versities. However, several European 
colleges and universities did install 
7600s and more recently, CRA Y -class 
systems. In recent years, many U.S. 
academicians have had to look to Eu­
ropean university computing centers 
to access supercomputers. 

The new government program ad­
dresses two distinct areas: 

o Access - providing access to su­
percomputing for university re­
searchers, and 

o Research - developing R&D pro­
grams to address the theory, 
design and software for future su­
percomputer systems. Several 
Federal agencies are participating 
in the program including the 
Department of Energy and the 
Department of Defense Advanced 
Research Projects Agency 
(DARPA) . 

The NSF program addresses the 
former segment of the program. John 
Connolly of the NSF explained, 
"We're not interested in designing 
new computers. Our main interest is 
in computers as a tool to solve 
scientific and engineering problems 
and to train students." It is expected 
that several additional university su­
percomputer contracts will be award­
ed over the next two years. 

Cray Research is very pleased with 
the National Science Foundation pro­
gram for several reasons. Certainly, 
the company is pleased to have the 
opportunity to install two additional 
systems this year. But more impor­
tantly, over the long-term, the availa-

bility of supercomputers in the uni­
versity arena gives scientists the op­
portunity to conduct research that 
was not possible before - perhaps 
not even thought of before. The re­
sults of that research are sure to 
benefit both government and 
industry. 

Recognizing that fact, Cray Research 
is sponsoring a corporate gran t pro­
gram that will fund selected research 
and development proposals submit­
ted by universities. The company is 
most interested in R&D projects relat­
ing to the development and conver­
sion of applications for use on CRA Y 
systems. Among the application 
areas given special consideration are 
chemistry, medical science, computer 
science, electronics and many types 
of engineering. Other projects that 
Cray expects to consider will focus 
on algorithm development, work on 
selected system related software such 
as compilers, libraries, networking 
and operating systems, and other re­
search projects . 

As university students and faculty 
begin to conduct research in a variety 
of disciplines on supercomputers, 
new applications programs will 
emerge. And the experience gained 
with supercomputing at the universi­
ty level will help ease the current 
shortage of supercomputing expertise 
in industry today. 

Currently, Cray and the University 
of California, San Diego super­
computing center are discussing re­
search and development work in 
computational chemistry, bioengi­
neering and graphics. Likewise, the 
University of Illinois and Cray are 
discussing R&D work in parallel pro­
cessing and operating system related 
topics. 

Cray is pleased to be a part of this na­
tional program that promises to fur­
ther many areas of technology, and is 
looking forward to working with uni­
versities on several levels to help 
ensure the success of their installa­
tions as the supercomputing projects 
get underway. 
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New Cray facilities 
evidence manufacturing, 
support demands 

"Sometimes it seems like we're in the 
business of building buildings and 
not supercomputers!" was the exas­
perated comment from Chippewa 
Falls. One can certainly appreciate 
the sentiment. Between now and the 
end of 1985, employees at Cray's 
Mendota Heights and Chippewa 
Falls operations will live through 
about ten moves and expansions. Of 
course, it's not really surprising; 
moving departments to new locations 
seems to occur regularly at Cray as 
the company continues to grow. 

The moves and expansions taking 
place involve primarily divisions 
dedicated to manufacturing systems 
and supporting customers. It stands 
to reason - the larger the Cray 
computer population, the greater the 
customer support requirements. 

Some of the groups involved in the 
upcoming moves include software 
and customer training, technical pub­
lications support, CRA Y-2 produc­
tion, CRA Y X-MP manufacturing, 
printed circuit board development 
and the distribution center. 

A new 49,000 square foot facility is 
under construction at Riverside for 

CRA Y-2 production . At the main 
Chippewa Falls complex, the manu­
facturing division is moving into a 
100,000 square foot building and is 
completing construction on a new 
26,000 square foot facility. Both of 
these buildings are located in the 
same industrial park as the main 
complex. 

In total, manufacturing production 
and administration space is being in­
creased by more than 180,000 square 
feet. Expansion activities will be 
completed by fall of this year, and 
things should settle down a bit. But 
by then, company growth may dictate 
yet another round of building and 
moving. 

CRA Y family grows in MH 

Probably most visitors to Cray's 
Mendota Heights facility over the 
past few months have had a chance 
to sneak a glimpse of the CRA Y -2 in­
stalled in the curtained computer 
room. So the information in this arti­
cle may be a little old to some. But for 
those who haven't ventured to Min­
nesota and scrutinized the new 
family member, we thought we'd tell 
you a little about the CRA Y -2 hidden 
behind closed doors. 

Late in August last year, the first pro­
totype CRA Y -2 was moved from 

Pictured above is the first CRA Y -2 building. Construction on a second CRA Y -2 facility 
nears completion. 

Chippewa Falls to Mendota Heights 
for continuing software development. 
The system contains one processor 
and four million words of central 
memory, and is commonly known as 
a CRAY-2 quad. (A full production 
model CRA Y-2 inc! udes four proces­
sors and 256 million words.) 

A few special arrangements had to be 
handled in order to install the 
CRAY-2 in Mendota Heights, but by 
and large, it was an easy addition. 
Before installation, a water chiller 
was installed in the mechanical room 
for the heat exchanger. In addition, a 
three-inch dam was built under the 
floor around the perimeter of the 
system in case of a leak. If the liquid 
were to leak, a vacuum would suck it 
up from the dam and the fluid would 
then be shipped back to manufactur­
ing for filtering and refinement 
before being used again in the 
system. Once the CRA Y -2 quad was 
onsite, it was up and running within 
24 hours - not bad for a prototype. 

For some time before the quad was 
moved to Mendota Heights, software 
had been running on the system in 
Chippewa Falls. Since joining its 
Mendota brethren, the CRA Y -2 has 
seen more and more activity. A good 
portion of the software development 
work is done on the CRA Y X-MP, 
then shipped to the CRA Y -2 via NSC 
HYPERchannel connections for test­
ing and refinement. A VAX 11/750, 
available via HYPERchannel, is used 
for software development. In addi­
tion, an AT&T personal computer 
connected to the CRA Y-2 functions 
as the operator console and four 
DD-29s are linked to the mainframe 
1/0 system. 

Software development has contin­
ued at a rapid pace. With the installa­
tion of the first CRA Y -2 at a customer 
site, it is expected that development 
activity will continue to heat up. The 
fact that Software Development has 
had easy access to the system for 
over a year is evidence of Cray's com­
mitment to strong software suppor 
for the new generation of super-' / 
computers. 
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RELAP5 converted for 
CRAYuse 

The nuclear reactor safety analysis 
code RELAP5 was recently converted 
to run on CRA Y machines. The latest 
version, RELAP5/MOD2, can execute 
on CRAY-1 and CRAY X-MP 
,~mputers operating under COS 1.13 
·~ 'r 1.14, or CTSS. 

RELAP5 was developed to describe 
the behavior of light water reactor 
transients. It can be used to analyze 
large and small break loss-of-coolant 
accidents, operational transients, 
transients in which the entire secon­
dary system must be modeled and 
system behavior simulation up to the 
point of core damage. The controls, 
turbine, generator, condenser and 
feed water system can be included. 

The program's hydrodynamic model 
is integrated in time using a semi­
implicit finite difference scheme 
which is stable for time steps less 
than the material Courant limit. Heat 
transfer processes are modeled by 
means of "heat structures" in which 
a transient heat conduction solution 
is used with a variety of boundary 
conditions including convective heat 
transfer to fluid control volumes. The 
heat structures can be used to model 
nuclear fuel pins, steam generator 

_.tube wall and piping system bounda­
.- ' es with environmental heat loss. 

·· (he reactor kinetics model is a point 
formulation and includes moderator, 

doppler and boron concentration 
feedback. Reactor controls are sil­
mulated by means of control compo­
nents such as summers, function 
generators, integrators, differentia­
tors, delay lines, lead/lags and a rotat­
ing shaft for coupling of turbines, 
pumps, generators and motors. 

The code uses a five-equation, two­
phase flow hydrodynamic model 
consisting of two phase continuity 
equations, the two phase momentum 
equations and an overall energy 
equation augmented by the require­
ment that one of the phases is as­
sumed to be saturated. In this model, 
only two interphase constitutive rela­
tions are required - those for inter­
phase drag and interphase mass ex­
change. Models are included for 
abrupt area changes, choking, mass 
transfer, interphase drag, wall friction 
and branching. In addition to reactor 
applications, the program can be ap­
plied to transient analysis of other 
thermal-hydraulic systems with 
water as the fluid . 

RELAP5 is available to National 
Regulatory Commission-approved 
users and is supported by the Idaho 
National Engineering Laboratory. 
Those interested in additional infor­
mation about RELAP5 on the CRA Y 
should contact Richard Wagner, 
Reactor Systems Technology Divi­
sion, Idaho National Engineering 
Laboratory, P.O. Box 1625, Idaho 
Falls, 10 83415. Acquisitions must be 

approved through the NRC through 
Dr. Richard Lee, at the Reactor Sys­
tems Research Branch, Division of 
Accident Evaluation, U.S. Nuclear 
Regulatory Commission, Washing­
ton, D.C. 20555. 

ACSL updated 

Advanced Continuous Simulation 
Language (ACSL) was developed for 
the purpose of modeling systems de­
scribed by time-dependent, non­
linear, differential equations and/or 
transfer functions. Typical applica­
tions include control design, chemical 
process representation, missile and 
aircraft simulation and fluid flow 
and heat analysis. 

ACSL is now available in a version 
that runs on CRA Y X-MP systems 
under COS 1.14. ACSL features in­
clude on-line interaction through 
any terminal supported by the moni­
tor, FORTRAN interface capability 
and choice of integration routines 
(including Gears stiff algorithm). 
There are no limits on problem size 
since dynamiC tables expand to the 
full extent of available memory. 
ACSL follows standards established 
by the Continuous System Simulation 
Language Technical Committee in 
1967. Array capabilities are comple­
mented by vector and matrix integra­
tion operators. Simple structures 
with default options are included for 
the novice and advanced facilities for 
the experienced user. 
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For more information on ACSL on 
the CRA Y contact Mitchell and Gaut­
hier .Associates, Inc., P.O. Box 685, 
Concord, MA 01742; telephone: 
(617) 369-5115 

Math and statistics 
library available on the 
CRAY 

Many CRAY users need a compre­
hensive on-line selection of subrou­
tines for mathematical and statistical 
applications. The IMSL Library, a col­
lection of 540 mathematical and 
statistical subroutines for scientific 
problem-solving, is designed to meet 
that need. 

The IMSL Library addresses mathe­
matical problems including: 

o Differential equations, quadrature 
and differentiation 

o Eigensystem analysis 
o Interpolation, approximation and 

smoothing 
o Linear algebraic equations 
o Vector/matrix arithmetic 
o Nonlinear equations 
o Optimization 
o Linear programming and trans­

forms. 

The Library's statistical selection in­
cludes subroutines in areas includ­
ing: 

o Basic statistics 
o Regression analysis 
o Analysis of variance 
o Non parametric statistics 
o Time series, forecasting and 

econometrics 
o Observation structure and multi­

variate statistics 
o Categorized data analysis and 

sampling. 

Also included are some general­
purpose subroutines, as well as sub­
programs for evaluating special func­
tions and for generation and testing 
of random numbers. 

The IMSL Library currently is used 
in widely divergent fields. In geologi­
cal research it has found application 

in processing data about water occur­
rence, availability and quality and 
hydrologic processes. A leading bio­
technology firm uses the Library's 
differential equation solvers to study 
the optimal conditions for the 
growth of microorganisms and the 
production of proteins. In addition, a 
major U.S. automobile manufacturer 
has recently integrated the IMSL Li­
brary into a geometric modeling 
system for designing industrial parts 
on a CRA Y computer. 

The IMSL Library is complete and 
well documented. For more informa­
tion about the Library, contact IMSL, 
NBC Building, 7500 Bellaire Boule­
vard, Houston, Texas 77035; tele­
phone: (713) 772-1927 or (800) 
222-IMSL; telex: 79-1923 IMSL INC 
HOU. 

Cray hosts science and 
engineering symposium 

Seymour Cray shared his views on the 
CRA Y-2 and CRA Y-3 with symposium 
attendees. 

Automotive, aerospace and petro­
leum engineers, astrophysicists, che­
mists, and even a chess champ con­
vened in Minneapolis this spring for 
a Cray Research-sponsored symposi­
um, "Science, Engineering and the 
CRA Y." The three-day symposium 
treated participants to a smorgasbord 
of information on the latest develop­
ments in supercomputer applications. 
Experts in disciplines ranging from 

combustion chemistry and speecn 
analysis to weather forecasting and 
nuclear energy discussed new code 
development and optimization tech­
niques in their respective fields. 
Speakers shared their insights and ex­
periences with over 350 scientists 
and engineers from industry, educa­
tion and government. Representing 
the international supercomputing 
community were researchers from 
Canada, England, Finland, France, 
Italy, Japan, the Netherlands, 
Norway, Saudi Arabia, Sweden, Swit­
zerland and West Germany. 

Along with the formal presentations, 
the symposium gave participants 
ample opportunity to meet in small 
groups to discuss their particular 
interests. "We were especially pleased 
to see how much interaction there 
was between the commercial and uni­
versity people," noted Derek Robb, 
manager, market development for 
Cray Research. During the second 
day's presentations, Seymour Cra 
addressed a standing room only aud1 
ence to discuss the CRA Y -2 super­
computer and his work on a follow­
on system, the CRA Y -3. 

"The CRAY-2's 256 million words of 
directly addressable memory is a two­
orders-of-magnitude increase in 
memory size over the original 
CRAY-1," noted Cray. "That's a 
shocking number, because never in 
my experience have we taken a basic 
factor in our computer design and 
talked about a one-order-of­
magnitude increase, let alone two." 
Cray continued, "In the 1970s, 
everyone was talking about the 
computing business plateauing -
that there were some real limitations 
- and we were making progress of 
factors of four each generation. Now, 
from the CRA Y -1 to the CRA Y -2, 
we're taking order-of-magnitude 
steps or greater, both in compute 
power and in memory size." 

The symposium concluded with 
tours of the CRAY X-MP manu.. 
facturing and testing facilities i 
Chippewa Falls, Wisconsin, and 
graphics and benchmarking demon-



strations at Cray's Mendota Heights, 
Minnesota facility. This was the 
second science and engineering 
symposium hosted by Cray Research 
in the past three years, with atten­
dance at this year's meeting nearly 
double that of the previous one. "Not 
only did we see a dramatic growth in 
the number of attendees," said Robb, 
"but we saw a lot of interest in some 
newly developed applications, things 
like computational chemistry, particle 
physics and artificial intelligence." 

Symposium proceedings are available 
from the Cray Research Distribution 
Center, Mendota Heights, Minnesota. 
A nominal fee will be charged to 
recover printing costs. For informa­
tion, contact Dennis Abraham at 
(612)681-3091. 

Following is an alphabetical listing of 
this year's symposium presentations: 

Anderson, M. Paul, Ford Motor 
Company, "Computational Require­
ments for Power Train Analytical 
Simulation" 

Berkhout, A.J., Delft University, "Pre­
stack Seismic Migration in Three 
Dimensions" 

Booth, Mike, Cray Research, Inc., 
"Microtasking on the CRA Y X-MP" 

Burridge, David, ECMWF, "Global 
Weather Forecasting" 

Centrella, Joan, Drexel University, 
"Studying the Universe on a CRA Y" 

Cray, Seymour, "The CRA Y-2, 
CRA Y-3 and Beyond" 

Dixon, David, DuPont, "Large-Scale 
Modeling of Molecular Systems at 
DuPont" 

Douglass, Robert, Los Alamos Na­
tional Laboratory, "Artificial In­
telligence Applications on Super­
computers" 

Fredriksson, Billy, Saab-Scania AB, 
"Large-Scale Linear and Nonlinear 
Structural Analysis and Optimi­
zation" 

Hibbitt, David, Hibbitt, Karlsson & 
Sorenson, "Non-linear Finite Ele­
ment Problems" 

siung, Chris, Cray Research, Inc., 
"The Role of Multiprocessing and 
High-speed Computing" 

Hunten, Keith, General Dynamics, 

People from diverse fields attended the symposium to learn about supercomputer appli­
cations and programming techniques. 

Fort Worth Division, "Trials of 
Using CRAYs for Structural 
Analysis" 

Hyatt, Robert, University of Southern 
Mississippi, "CRA Y BLITZ - 1984 
Chess Champion" 

Kollman, Peter, University of Califor­
nia, San Francisco, "Simulations of 
Complex Molecules - Computational 
Requirements for the 80s" 

Komornicki, Andrew, Polyatomics 
Research Institute, "GRADSCF: A 
Research Tool zn Computational 
Chemistry" 

Levinson, Steve, Bell Laboratories, 
"Speech Analysis Applications" 

Martin, Werner, Adam OPEL AG, 
"Automotive Engineering on 
Supercomputers" 

McDonald, Alvis, Mobil, "Vector 
Computer Applications in Reservoir 
Simulation" 

Meintjes, Keith, General Motors Re­
search Laboratories, "Toward More 
Realistic Computations of Reacting 
Flows" 

Moriarty, Kevin, Dalhousie Universi­
ty, "Efficient Multitasking of the 
SU(3) Lattice Gauge Theory Algo­
rithm on the CRA Y X-MP" 

Patterson, Stuart, Jr., TCS Inc., "The 
Technical Computation Facility" 

Peterson, Vic, NASA-Ames Research 
Center, "Supercomputers and Com­
putational Fluid Dynamics" 

Pople, John A., Carnegie-Mellon Uni­
versity, "Gaussian 82 on the CRA Y" 

Schmidt, Wolfgang, Dornier Aircraft, 
"Euler Applications and Fine Mesh 
Aerodynamic Calculations on the 
CRAYX-MP" 

Schwenke, David, and Truhlar, 
Donald, University of Minnesota, 
"Large-Scale Calculations on the 
Quantum Mechanical Description of 
Energy Transfer in Molec ular 
Collisions" 

Smarr, Larry, University of Illinois, 
"Black Holes in Living Color" 

Smith, Alvy Ray, Lucasfilm, ''The 
Making of Andre and Wally B" 

Stanisforth, Andrew, Canadian 
Meteorological Center, "Numerical 
Weather Forecasting in the Canadian 
Weather Service" 

Vanderplaats, Garrett, University of 
California, Santa Barbara, "Optimi­
zation Techniques for Design: The 
State of the Art" 

Wheeler, Mary, Rice University, 
"Modeling of Miscible Displacement 
in Porous Media" 

Wolf, Malcolm, Systems Designers In­
ternational, "Synthetic Aperture 
Radar Processing on a Super­
computer" 

Woodruff, Susan, Los Alamos Na­
tional Laboratory, "Faster­
Than-Real-Time Simulation of 
Nuclear Reactor Accidents" 
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Model for peptide bond 
analyzed 

Biotechnologists are developing and 
refining ways to make a variety of bi­
ological substances, typically proteins 
or protein-based substances that 
occur naturally. They are also using 
site-specific mutagenesis to produce 
proteins with altered functions. 
Many observers believe that the next 
major step in biotechnology will be 
the engineering of synthetic protein 
molecules, such as hormones and 
enzymes, that are tailor-made to per­
form specific functions. But develop­
ment of this technology - protein en­
gineering - requires much basic re­
search to unveil the chemical basis of 
protein structure. 

Protein structure and dynamics are 
being studied theoretically in the 
group of Professor Martin Karplus at 
Harvard University's department of 
chemistry. The group is using a pro­
gram for the building, energy 
minimization and dynamic simula­
tion of proteins. The essential element 
of such a program is the empirical 
energy function that determines how 
the energy of a protein changes in dif­
ferent conformations. Since hydrogen 
bonds are one of the essential ele­
ments of protein structure, it is im­
portant to treat them accurately in 
the energy function. Walter Reiher, a 
graduate student in the Karplus 
group, has been studying hydrogen 
bonding between peptide groups 
and water, using the formamide 
molecule as a peptide model. Reiher 
is performing the calculations on a 
CRA Y X-MP/48 using the program 
Gaussian 82 developed by Professor 
John Pople and his collaborators at 
Carnegie-Mellon University. 

Modeling water-formamide hydro­
gen bonding is important in refining 
mathematical models of proteins be­
cause, in the solutions where proteins 
naturally occur, many hydrogen 
bonds exist between water molecules 
and the atoms of a protein. Reiher 
has also simulated formamide­
formamide hydrogen bonding as a 
model for hydrogen bonding between 
peptide groups, which is important 
in determining the secondary struc­
ture of proteins. Since water-water 
hydrogen bonding has been studied 
experimentally, Reiher has studied 
hydrogen bonding between water 
molecules as a reference for the other 
models. These calculations provide 
information about the relative 
strengths of the hydrogen bonds that 
can form between water and peptide 
groups. Knowledge of the energetics 
of these hydrogen bonds is essential 
for exploring whether water is more 
likely to hydrogen bond with itself or 
with a protein. 

"Formamide is the smallest molecule 
containing a peptide group," ex­
plained Reiher. "My objective is to 
calculate the energy cost of stretching 
and bending the hydrogen bonds in 
the molecule. This has to be done 
with high accuracy so that the results 
can be used to improve the mathe­
matical description of proteins." 
Using several different approxima­
tions and very large basis sets (sets of 
functions for describing electron 
distributions), Reiher has been able 
to perform detailed and reliable calcu­
lations of water-formamide, 
formamide-formamide and water­
water hydrogen bonding. 

"The basic calculation is the Hartree­
Fock energy evaluation," he ex-

plained. "I also performed Moller­
Plesset and configuration interaction 
calculations, which are improve­
ments over the Hartree-Fock method. 
These options are included in Gaus­
sian 82. They give the molecular 
wave function, which describes the 
distribution of electrons in the 
molecules and gives the energy of 
hydrogen bonds between the 
molecules." 

The level of accuracy that these calcu­
lations can achieve is determined in 
part by the size of the basis set. While 
larger basis sets yield more accuratJ4._ 
results, they also significantly i~\._~ , 
crease computation time. Although -
accurate water-water calculations 
can be performed on a VAX-11/780, 
the time required for extremely accu­
rate water calculations - or for calcu­
lations of larger molecular systems 
using cruder approximations - can 
be prohibitive even on conventional 
mainframe computers. 

"The use of the CRA Y has allowed 
me to carry out some very large calcu­
lations," said Reiher. "The results 
provide useful references to compare 
with results from smaller calcula­
tions. I have found an empirical way 
to scale the results from the smaller 
calculations to give results that are in 
good agreement with the large calcu­
lations I carried out on the CRA Y. No 
study has been published with calcu­
lations performed at the level of 
detail I achieved using the X-MP/48. 
The study would not have been possi-' 
ble without it." 

Reiher has also run benchmark comiil 
parisons of Gaussian 82 on th' '•~ 
CRAY X-MP/48 and on a VAX 
11/780. Identical jobs were run using 



basis sets of various sizes and dif­
ferent approximations. The larger cal­
culations ran significantly faster on 
the CRAY. "In general, the Hartree­
Fock calculations ran with relatively 
smaller increases in speed, while the 
more detailed calculations were con­
siderably faster," said Reiher. "For 
example, the integral transformation 
portion of the Moller-Plesset calcula­
tions of the formamide-water system 
would have required several days of 
CPU time on the VAX, whereas on 
the CRA Y it took just under 23 mi­
nutes of CPU time. Based on these re­
sults I decided not to attempt 
formamide-formamide calculations 
on the VAX because of their size." 

"We saw that the speed advantage of 
the CRA Y over the VAX increases 
with the size of the molecular system 
being modeled," Reiher added. 
"Speed enhancements seen with both 
of these factors - the detail and the 
size of the calculations - are en-
ouraging because the kinds of jobs 

we want to run on supercomputers 
are very detailed calculations of small 
molecular systems, or less detailed 
calculations of larger systems." 

When the I/0 required for the largest 
calculations became impractical 
using disk storage, Reiher transferred 
his files to the CRA Y Solid-state Stor­
age Device (SSD). "Using disks, I/0 
time was about the same as CPU 
time," he noted. "But the SSD 
brought I/0 time nearly down to 
zero. We saw throughput increase by 
about a factor of two with the SSD." 

The modeling research has two 
major implications, said Reiher. It 
demonstrates the ability to scale up 
small calculations to mimic larger, 
more accurate ones. And data now 
available will be used to reformulate 
the mathematical model of proteins. 

The research formed the central part 
of Reiher's doctoral thesis in theoreti­
cal chemistry, but Reiher said he sees 
his work in the larger context of pro­
.ein engineering. "My work really is 
a precursor to another type of calcula­
tion, molecular mechanics, which is a 

much more approximate way to char­
acterize larger systems," he said. "It's 
hoped that through refining our 
mathematical model of proteins it 
will eventually be possible to design 
modified proteins for specific func­
tions and determine binding sites for 
particular drugs. Other students in 
our group are already using the new 
potentials based on my calculations 
to predict changes in protein struc­
ture resulting from single-site 
mutations." 

Not in Kansas anymore 

Tornadoes are a recurring source of 
awe and tragedy in many areas of the 
United States. Common as they are, 
however, no one quite knows why 
they occur. But computer simulations 
recently executed on a CRA Y -1 at the 
National Center for Atmospheric Re­
search have taken scientists a step 
closer to understanding the birth of 
tornadoes. By combining CRA Y 
power with interactive graphic dis­
plays, scientists Joseph Klemp and 

Richard Rotunno have discovered 
some significant features about the 
early stages of tornado formation. 

Klemp and Rotunno's research in­
volves modeling the structure of con­
vective clouds which produce many 
of the local severe weather events we 
experience, such as thunderstorms, 
hailstorms and tornadoes. A convec­
tive cloud may cover an area many 
tens of kilometers square, soaring 
thousands of meters into the atmos­
phere. Consequently, portions of it 
are exceedingly difficult to observe 
directly in detail. But where direct ob­
servation may not be feasible, investi­
gations can be carried out computa­
tionally. 

Klemp and Rotunno used an ex­
tremely detailed model in their re­
search that can generate as many as 
one billion bits of data in a single run. 
"This problem only became feasible 
in the last decade or so," said 
Rotunno. "The first cloud models 
had extremely low resolution, but the 

Cross sections of part of a mature supercell thunderstorm in three-dimensional per­
spective. The white arrows depict the horizontal wind flow; the red and green contours 
show the updraft and downdraft regions, respectively; the yellow line marks the 
storm 's gust front - the boundary between the cold storm outflow and the warm en vi­
ronmental air; and the blue areas mark the precipitation fields, with the lighter blue in­
dicating heavier precipitation. The indentation visible in the red and green contours 
(rain field) of the middle level, called a hook echo, is frequently observed by radar in 
supercell storms and indicates that a tornado may form. 

29 



30 

USER NEWS 
field has really come of age since the 
CRA Y went on-line." 

"Essentially, the CRA Y is necessary 
because we handle such large 
amounts of data," said Klemp. "The 
computation time itself depends on 
the number of grid points used, 
which varies considerably, but typi­
cally our runs are about 30 percent 
faster than real time." 

The model Klemp and Rotunno used 
was originally developed by Klemp 
and Robert Wilhelmson of the Uni­
versity of Illinois, and is unusual in 
that its motion equations account for 
sound wave motion. "Sound wave 
motion is not believed to be important 
in convective processes, so most 
cloud modelers filter out the sound 
waves," said Klemp. "But that sim­
plification forces them to solve 
Poisson's equation for pressure." To 
accommodate sound waves, which 
limit the size of the time steps that 
can be used, the model treats the 
sound waves in smaller time steps, 
separately from the rest of the code. 
"This way we achieve numerical effi­
ciency in the model, and it allows us 
to compute all other processes using 
larger time steps that are more ap­
propriate for those processes," said 
Klemp. 

While it is not possible to test the 
cloud model's accuracy by studying 
the behavior of clouds in a laboratory, 
comparisons with real clouds are 
possible using Doppler radar. The 
radar is used to track the motion of 
water droplets inside storm clouds 
and these results are then used to 
assess the performance of the model. 

Using the model, Klemp and 
Rotunno have made several discover­
ies about how convective storms 
generate tornadoes. First, they were 
able to monitor the motion of air as it 
flowed into the stormcell and observe 
how strong rotation at low levels of 
the cloud was produced. At low 
levels, air approaching a convective 
cloud or storm must pass along the 
fringe of the cold downdraft flowing 
out of the cloud. The meeting of 

markedly warmer and colder air 
generates strong rotation about a 
horizontal axis. As it is swept into the 
updraft region of the storm, its axis of 
rotation tilts into the vertical and be­
comes further concentrated. This con­
centrated vertical vorticity marks the 
transition of a storm into its tornadic 
phase. 

"The significance of this discovery is 
that we now know low-level rotation 
originates in a different way than 
middle-level rotation, which arises 
from environmental shear," said 
Klemp. 

Another important outcome of the 
scientists' efforts has been the devel­
opment of a consistent theory for 
wall clouds, which project below the 
main body of a massive storm cloud 
and often indicate that a tornado is 
forming. Rotunno and Klemp were 
able to trace the parcel of air that 
forms the wall cloud. They found 
that the air feeding the wall cloud 
originates in the upper, colder por­
tions of the cloud, revealing that the 
localized lowering of the cloud base 
- the wall cloud - occurs because a 
portion of the air feeding into the 
storm is much colder than its sur­
rounding environment. This feature 
was not noticed in two-dimensional 
cross-sections but only became ap­
parent in three-dimensional visuali­
zations of the model data. 

In spite of these advances, no theory 
yet exists to explain every phase of 
tornado formation. "We still don't 
know how the axisymmetric struc­
ture of a tornado fits in," said Klemp. 
"Most tornado research is based on _ 
axisymmetric studies, but storm cells 
are highly non-axisymmetric. We're 
still filling in the gaps between these 
two structures." 

"What we've done is supplied a 
number of hypotheses for observa­
tionalists to test," added Rotunno, 
"such as the importance of the cold­
air boundary, which was first report­
ed by observation. More analyses of 
observed storms are needed to see 
how accurate our theories are." 

Astronomer sees spots 

Jupiter's Red Spot has intrigued as­
tronomers since Galileo first aimed 
his telescope at the giant planet. No­
where else in our solar system has a 
spot like Jupiter's been found and, so 
far, astronomers have been unable to 
explain Jupiter's. But now a Harvard 
astronomer, Philip Marcus, believes 
he has found a relatively simple 
explanation. Marcus has been run­
ning simulations of the jovian atmo­
sphere on a CRA Y -1 at the National 
Center for Atmospheric Research 
and has been able to generate Red 
Spots in the simulated atmosphere. 
Marcus says his results indicate that 
just two physical forces are responsi­
ble for the spot on Jupiter: wind 
shear and the Corio lis force. 

Jupiter's Red Spot is a kind of super­
hurricane - a swirling mass of 
jovian atmosphere that is uncannily 
stable. The spot has persisted since it 
was first reported by Galileo 300~ ~ 
years ago. It is also relatively statio~ "\,_). il 
ary and is confined to an atmospheric 
band running the circumference of 
the planet just south of the equator. 

"Researchers have taken two main 
approaches in explaining the Red 
Spot," said Marcus. "One has been to 
treat it as an isolated object. There 
was a theory that it was due to circu­
lation around a mountaintop, for 
example. The second approach is 
more meteorological and considers 
the context of the entire planet." 

Using the second approach, Marcus 
has determined that only two physi­
cal forces operate on a fast enough 
time scale to account for the Red 
Spot. One is wind shear, the sideways 
force generated by two gas streams 
flowing past each other in opposite 
directions. The other is the Coriolis 
force, which pushes the atmosphere 
on a rotating planet perpendicular to 
the planet's direction of rotation. 

Computationall~, Marcus' method is_.t\ 
unusual for th1s type of problem~ ·: ; 
While the majority of researchers r 
modeling fluid flow use the finite dif- I 



Three fram es from a movie of a red spot simulation experiment. The region shown is between 20 and 26 degrees south latitude as pro­
jected onto a huo-dimensional surface. The East-West wind moves clockwise near the outer edge of the di sk and counter-clockwise 
near its inner edge. Initial starting conditions (left) show an anticyclonic spot (red patch) and a cyclonic spot (blue patch) of equal 
magnitude. The range of colors - red, orange, yellow, green, blue - represent different speeds of rotation, from the most anticylonic 
to the most cyclonic. After huo jovian days (middle), the red spot adjusts and becomes slightly elongated while the blue spot is hoisted 
into a spi raJ and small-scale chaos. Four jovian days later (right), only the red spot and chaos remain. 

ference method, which divides a flow 
zone into a discrete number of grid 

Marcus defines each variable 
JA''\'ellOcl·t , temperature, pressure, etc.) 

the sum of a finite Fourier series. 

Each Fourier series used in a calcula­
tion can include up to 50,000 terms. 
"The program might step forward 
300,000 terms in each time step and it 
might take 1000 to 2000 time steps 
for things to settle down," said 
Marcus. "Handling that many terms 
really requires a supercomputer. 
With the CRA Y -1, we can do a single 
run in about five minutes." 

"In the simulations I've run, there 
have been only two final results," 
Marcus added. "Either there are no 
stable vortices or there is one and 
only one anticyclonic (rotating in the 
direction opposite the planet's) cir­
culating spot." 

Like the simulated spots, Jupiter's 
Red Spot is singular and anticyclonic. 
When Marcus gave the simulation a 
spot rotating in the wrong direction, 
the spot either broke up or changed 
direction. When a random number 

nerator bombarded the simulation 
.th many mini-spots, they eventual­

ly coalesced into one big spot. "We 
added three-dimensional effects like 

convection and still got the same 
thing," said Marcus. "All of the 
numerous simulations we've run in­
dicate that there can be one and only 
one spot." 

In Marcus' simulations, a single 
stable spot forms within a time equal 
to about six jovian days. "I don't 
think the physics that other people 
have proposed would operate fast 
enough to play a role in spot forma­
tion," said Marcus. "But our physics, 
just the shear and Coriolis forces, is 
relatively simple, so if we're right we 
should be able to reproduce our 
simulated results in the lab." To that 
end, Marcus and a colleague are 
devising a laboratory apparatus in­
corporating a rotating sloping­
bottomed bucket filled with water to 
simulate the Coriolis force. "The 
computer is good for initial experi­
ments," said Marcus. "But in the lab 
we'll see if our physics is really right." 

Although Marcus' theory remains to 
be verified, his work demonstrates 
the value of high-speed computing to 
basic research. Scientific advances ul­
timately rest on experimental proof, 
but, as Marcus' research into the Red 
Spot shows, computer simulations 
can indicate which experimental ap­
proaches are most likely to be fruitful. 

The 29th is A-OK 

About a year and a half ago, the 
29th Mersenne Prime was found in 
record time by the first six-column 
CRA Y X-MP. It's pretty exciting to 
think that a Mersenne Prime was dis­
covered in only 3904 seconds on the 
new X-MP, but one must admit there 
was some luck involved. The 28th 
Mersen ne Prime had been discovered 
one year earlier on a CRA Y computer. 
Who ever heard of two Mersenne 
Primes being discovered in a year's 
time when only 29 have been discov­
ered in the last 2500 years?! 

Verifying the discovery was quite 
another story. It took about nine CPU 
hours for the old program to com­
plete the verification, but that didn't 
worry the programmers. In fact, 
those who worked on verifying the 
number were really quite pleased. 
You see, the Lucas-Lehmer test, 
which is used to test the primality of 
a Mersenne number involves ex­
tremely complex mathematics, clever 
algorithms and programming, and a 
lot of compute power. Not only that, 
but as Mersenne Primes become 
larger, the time needed to verify them 
increases commensurately. (See 
CRAY CHANNELS Vol. 4 No. 1, p. 
15.) Those involved in verifying the 
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29th Mersenne Prime say the task 
was the easiest of all the prime 
number verifications they have 
worked on so far. 

The Prime Finder program used to 
verify the primes has undergone four 
rewrites to make it faster and more 
efficient. Dave Slowinski, one person 
involved in the Cray effort to discover 
new Mersenne Primes, explained, 
"The kernel of the Lucas-Lehmer test 
goes through a loop that squares 
large integers. The multiplication of 
the large integers must be verified. 
The majority of the program time is 
spent squaring and verifying them. 
The multiplication, called convolu­
tion, is executed via a very clever 
method called the Schonhage­
Strassen Fast Fourier Transform 
(FFT) Multiply. It's highly vectorized 
and performs remarkably well on the 
X-MP." 

Slowinski went on, "We were able to 
use the optimized FFT routines in 
SCILIB to implement the Schonhage­
Strassen FFT. Earlier versions of the 
Prime Finder code included hundreds 
of lines of highly vectorized assembly 
language. Much of the newest version 
is written in FORTRAN and is faster 
than the old. The more efficient pro­
gram and faster computer mean that 
the new program executes more than 
100 times faster than the 1979 version 
run on a CRA Y -1." 

In addition to its importance in find­
ing new Mersenne Primes, the Prime 
Finder code has a practical function. 
It uses a method called "residue 
check" to verify quickly the correct­
ness of each of the thousands of 
80,000-digit integer multiplies used 
to test potential Mersenne Primes. 
This residue check is executed dozens 
of times each second and immediately 
flags a hardware fault. Therefore it is 
a good system confidence test and is 
used by Cray Research in system 
check-out before new computers are 
approved for shipment. Because so 
many Cray customers use their sys­
tems for similar computations, the 
program is even more appropriate for 
system testing. 

In any event, the 29th Mersenne 
Prime is found and verified. It is 
indeed a big number - 39,751 digits 
long. If you are interested in seeing 
the number, a new 29th Mersenne 
Prime poster is now available. The 
poster can be ordered from Creative 
Publications, Order Department, 
5005 W. llOth Street, Oak Lawn, IL 
60453; telephone: 1-800-624-0822, in 
Illinois: 1-800-435-5843. Reference 
catalog number: 93006. The cost is 
$3.50 plus $2.00 shipping charge. 

Efforts continue on 
FORTRAN standard 

It is often said that something good is 
worth waiting for, and the new ANSI 
FORTRAN standard is no exception. 
The standard is a product of the 
American National Standards Insti­
tute (ANSI), a voluntary organization 
of corporations and universities es­
tablished to identify standards for 
many industries. The importance of 
system compatibility and measure­
ments makes ANSI standards virtual 
laws for many industries - including 
the computer industry. 

Now, X3J3, the ANSI technical sub­
committee dealing with the FOR­
TRAN standard, is compiling FOR­
TRAN 77 revisions and additions 
into a new version. For several years 
the committee, composed of about 40 
members from all areas of computing, 
has been developing the new stan­
dard that will eventually replace 
FORTRAN77. 

Dick Hendrickson, Cray's representa­
tive to the committee, commented on 
the status of the new standard, "Most 
of the technical work is completed. 
We are now in the process of finaliz­
ing the proposed standard for publi­
cation next year. But beyond that it 
will be a year or two before the new 
standard is approved and adopted." 
He went on to say, "Most committee 
members are truly concerned with 
good FORTRAN for the scientific 
community, as opposed to promoting 
features that benefit their cause. The 
broad range of considerations we 
have to look at makes it very time 

consuming to develop standards thr;{' 
will meet everyone's needs. One 
point we are committed to is ensuring 
that programs conforming to the ex­
isting standard will automatically 
conform to the new." 

Some of the major new technical fea­
tures include: 

o Vector and array processing 
syntax that allows most vector and 
array operations to be done with­
out DO-loops and subscripts 

o A module facility that makes it 
easier to collect subroutines that 
share common data 

o A facility that allows programmers 
to define data types and to define 
and do operations on those data 
types 

o Free-form source input. 

A release date for the new standard 
has yet to be set. If one were a gam­
bler, one might wager that the new 
standard will be adopted in 198Jillt 
(The current FORTRAN standa~J.l 
was adopted in 1977. FORTRAN 66 
reigned before that.) More optimistic 
predictions, however, put the date as 
early as late 1986 or 1987. 

Oscar, meet the CRA Y 

It wasn't even considered for writing, 
acting, producing or directing, but a 
CRAY X-MP was acknowledged for 
its special effects contributions to film 
at this spring's Academy Awards pre­
sentation. The computer helped earn 
a scientific and engineering award 
for Digital Productions of Los 
Angeles, which uses its CRA Y to 
generate images for motion pictures. 
Simulated scenes of the planet Jupiter 
that were created on the CRA Y ap­
peared in the film "2010" and about 
25 minutes of CRA Y -generated battle 
footage appeared in "The Last 
Starfighter". Digital Productions re­
ceived the award for its ability to 
"create motion picture segments en­
tirely from the imaginaton without 
the physical requirements of sets ~ 
props," according to the Acaderrr-oo.~ 
Award citation. And who said only 
factory jobs are lost to automation? 
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